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#### Abstract

The main subject of this thesis is the study of molecular simulation accelerations methods of Kinetic Monte Carlo type in Material Science and Chemical Engineering problems. The main mathematical and algorithmic difficulty in these problems comes from the large number of particles as well as from the macroscopic times that must be simulated and in which interesting mesoscopic and microscopic phenomena take part like nanoparticles concentration, pattern formation and interface metastability phenomena.

In the first part of the thesis we study the temporal acceleration of Monte Carlo methods through the, lately proposed by Gillespie, $\tau$-leap method. For the first time in the bibliography we studied this method in phase transition systems and we showed analytically and numerically in specific examples that this method is particularly sensitive in the selection of time window described by the $\tau$ parameter.

In the second part a new method is developed for the parallelization of Kinetic Monte Carlo algorithms. The proposed method is based on the development of a hierarchical representation of the generator which allows a systematic and equal work load balance into independent processing units. The algorithm is implemented in statistical physics problems that have analytical solutions (e.g. Ising model in 1 and 2 dimensions) that allowed the rigorous certification of the algorithm.

The acceleration compared with equivalent serial algorithms can reach in over four orders of magnitude, in implementations on graphics cards (GPU). Therefore we expect that this new method, called Fractional Step Kinetic Monte Carlo (FSKMC), to give the opportunity, for the first time, of the simulation of molecular models in heterogeneous catalysis under realistic reactor dimensions of magnitude mm . The FS-KMC method also allows the parallel simulation of molecular systems with multiple microscopic mechanisms of multiple time scales e.g. molecular systems of diffusion/reaction.
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## 1 Introduction

The main purpose of this work is the presentation and study of models that describe many body interacting particle systems. These models find applications in material science, where the particles may be atoms of a magnetic material that interact under the presence of an external field, or in chemistry where the particles may be molecules of different species that react under specific chemical equations.

The models are divided in three categories and the criterion is the scale under which they observe the physical system. The microscopic models include the biggest amount of information because they observe the system in the atomistic level. The main disadvantage is that the numerical simulation is extremely slow. In the limiting situation, where the number of particles tends to infinity, we get deterministic models for observables such as coverage. The solution of these models is much easier than the microscopic models but a large amount of information is lost. In between of these two classes of models we find the mesoscopic models. One part of these models is the same with the deterministic models and the other part is a stochastic term that mimics the randomness of the microscopic models. The difficulty in their simulation, as well as the quality of the information they give us, is in between the two first.

We will present results from all the above models, but particular emphasis will give to the first category. These models, as we will see in more details later, describe the system through high dimensional Ordinary Differential Equations. A typical example is the Master Equation

$$
\begin{equation*}
\frac{\partial}{\partial t} P(\sigma, t)=\sum_{\sigma^{\prime} \neq \sigma} a\left(\sigma, \sigma^{\prime}\right) P\left(\sigma^{\prime}, t\right)-a\left(\sigma^{\prime}, \sigma\right) P(\sigma, t) \tag{1}
\end{equation*}
$$

where $P(\sigma, t)$ is the probability density function that describe the probability of the system to be at discrete state $\sigma$ in time $t$ [7]. The dimension of the above PDEs, that is equal to the number of all possible states of the system, as well as the complexity of the right hand side, make impossible not only the the analytical but also the numerical solution of these.

One possible treatment is to construct a Continuous Time Markov Chain, a stochastic process with specific properties, that for large enough times produces samples from the probability distribution function (1). Having enough samples and applying appropriate statistical methods we are able to reproduce $P$. One of the advantages of this approach is that it is independent of the system's dimension. Another advantage is that it gives us information not only for the equilibrium of the system but for its dynamical evolution as well. The main disadvantage is that we must have a lot of samples in order to study the statistical properties of the system.

The Monte Carlo (MC) methods is a family of computational algorithms for the simulation of stochastic systems. The first MC algorithm, the Metropolis algorithm, first described in a 1953 paper by Metropolis, A. Rosenbluth, M. Rosenbluth, A. Teller, and

Edward Teller, was cited in "Computing in Science and Engineering" as being among the top 10 algorithms having the "greatest influence on the development and practice of science and engineering in the 20th century" [19]. When we are interested not only in the equilibrium states of the system but for its dynamic evolution as well, a subcategory of the above methods is used, known as kinetic Monte Carlo (kMC).

Gillespie, in 1976, was the first that described an algorithm for the simulation of well mixed chemical reaction systems [8]. This algorithm is known as the Gillespie algorithm or Stochastic Simulation Algorithm (SSA). In order to describe the algorithm we have to give some details on the model describing such systems. For a system being in state $\sigma$, we define the rate, the probability per unit time, by which the system jumps from state $\sigma$ to state $\sigma^{\prime}$. We will denote this function by $a\left(\sigma, \sigma^{\prime}\right)$ and its the same found in equation (1). Starting from state $\sigma$ we compute $r_{\sigma^{\prime}}=a\left(\sigma, \sigma^{\prime}\right)$ for every $\sigma^{\prime}$ in the set of all possible states starting from $\sigma$ and

$$
R_{\sigma^{\prime}}=\sum_{\sigma<\sigma^{\prime}} r_{\sigma}
$$

setting $R_{0}=\sum_{\sigma} r_{\sigma}$. Here we assumed that the states of the system can be put in order, which is true in our case since we stude systems with finite states. In order to find the next state of the system we produce a random number distributed uniformly in $[0,1]$, $u \sim \mathcal{U}([0,1])$, and search for the state $\sigma$ that satisfies

$$
\frac{R_{\sigma-1}}{R_{0}} \leq u<\frac{R_{\sigma}}{R_{0}}
$$

The time spent the system in state $x$ is a random variable following exponential distribution with mean value $\frac{1}{R_{0}}$.

Even though the Gillespie algorithm is exact its main disadvantage is that it is extremely slow for large systems. The problems are 1) to find the in which interval $u$ belongs and b) if $R_{0}$ is large enough, the time spent by the system in every state may be relatively small. This means that the algorithm needs a lot of steps in order to reach a final time $T \gg 1$.

One solution to the first problem is the algorithm developed by Bortz, Kalos and Lebovitz and is know as the BKL algorithm (or N-fold) [2]. This algorithm sorts the states in equivalent classes having the same rate creating this way less intervals and so less search time. The problem still remains when the system has a lot of classes (e.g. in the case of long range interaction systems).

The $\tau$-leap algorithm, given by Gillespie, is a new algorithm proposed to give a solution to the second problem [9]. It uses a deterministic time step $\tau$, which must be larger than the mean stochastic time increment $\frac{1}{R_{0}}$. Then, in a way we will discuss in section 3.2, the algorithm finds approximately the state of the system after time $\tau$. The difference with the other algorithms is that this is not an exact algorithm and in many cases the constraints in the choice of $\tau$ are so stiff that the criterion $\tau>\frac{1}{R_{0}}$ cannot be satisfied.

Many works followed the first article of Gillespie on $\tau$-leap. Some of them deal with the issue of the selection of $\tau$ and particularly with the adaptive fitting [14]. Interesting
works have been done in the way of selecting the state of the system after time $\tau$ because the classic algorithms many times leads to unaccepted state (e.g. negative concentrations in chemical reaction models) [4]. Tiejun Li proved [23], by writing this method as a classical Euler method, that as $\tau$ goes to zero the error of the method goes to zero. But as mentioned before, $\tau$ should be larger than the mean stochastic time step and Li's result does not give us useful information in that sense. On the other hand Anderson et al. showed that under a suitable rescaling of the system length scales, $\tau$ can be selected in such a way such that not only convergence is satisfied but the demand $\tau>\frac{1}{R_{0}}$ as well [?].

During the past two decades, in step with the rapid growth of the computational systems, big importance was given in the development of parallel algorithms for the simulation of these models. One first approach to the parallel treatment of Kinetic Monte Carlo methods is to run every algorithm in a different processor, producing this way many realizations of the same experiment and increasing the size of the statistical data. Although this approach is extremely useful, it does not give a solution to the problem of simulating a model for large times. In this case one must split the problem into smaller parts, distribute these parts into several processors, solve the small problem locally and then reproduce the solution by collecting the parts from every node.

Here we will present the most important parallel Kinetic Monte Carlo algorithms, from Lubachevsky's first idea until today. The algorithms will be explained on the Ising model: on a lattice $\Lambda_{N} \subset \mathbb{N}^{2}$ we define a set of possible states $\Sigma \subset\{0,1\}^{N}$, where $N$ is the size of the lattice. The system goes from the state $\sigma$ to the state $\sigma^{x}$ with transition rate $c(x, \sigma)$, where $\sigma^{x}(y)=\sigma(y), y \neq x$ and $\sigma^{x}(x)=1-\sigma(x)$, and remains in this state time amount that follows exponential distribution with mean

$$
\begin{equation*}
\frac{1}{\lambda(\sigma)}=\frac{1}{\sum_{x \in \Lambda_{N}} c(x, \sigma)} \tag{2}
\end{equation*}
$$

The transition from $\sigma$ to $\sigma^{x}$ is done with probability

$$
\begin{equation*}
p\left(\sigma, \sigma^{x}\right)=\frac{c(x, \sigma)}{\lambda(\sigma)} \tag{3}
\end{equation*}
$$

The difficulty in parallelizing this model is that the transition clock depends on the whole lattice.

In 1987, Lubachevsky proposed an algorithm for the solution of this problem. The idea is that the lattice is split into smaller parts and every processor simulates only one part [18]. Every part is divided into boundary and interior cells. When an action is to happen in the interior it executes instantly but when it is to happen in the boundary cells then the processor must communicate with its neighbor processor and be sure they are synchronized at the same time. This must be done in order to preserve causality in the system. In this algorithm constant rates are assumed through the whole lattice in order every processor to be in the same time window so that the synchronization waits to be as
small as possible. In [16] this idea was efficiently implemented using the N-fold algorithm as the kernel for every processor instead of the SSA.

A generalization, in the case of non constant rates, was proposed in [20] using the idea of uniformization. A constant rate $\lambda^{*}=\max _{\sigma \in \Sigma} \lambda(\sigma)$ is chosen and the system goes from state $\sigma$ to state $\sigma^{x}$ with probability $\frac{\lambda(\sigma)}{\lambda^{*}} p\left(\sigma, \sigma^{x}\right)$ and stays at the same state with probability $1-\frac{\lambda(\sigma)}{\lambda^{*}}$. This approach introduces rejections to the algorithm reducing its efficiency.

The above algorithms are known as asynchronous because every processor advances its subsystem in a time horizon different than the other processors. The two subcategories are the conservative and the optimistic algorithms. In the first category when a boundary event is to be carried out the processor waits for its neighbors in order to be at the same time, while in the other case the processor advances the system until a fixed time horizon and then, after the communication, goes back in time and resolves any possible conflicts (rollbacks). A more detailed description can be found in [20].

The other category of parallel algorithms is known as synchronous. In this case every processor has some ghost cells in order to keep some of the information from its neighbors. Then advances the system until a fixed time T , and after that they communicate in order to keep the ghost cells informed [21]. These algorithms introduce errors due to inconsistencies at the boundary cells but due to the flexibility in choosing T this error can be as small as we want.

Here we propose a formulation under which the synchronous methods can be proved that converge to the true solution. The idea comes from the Operator Splitting theory that has been successfully applied to the solution of Partial Differential Equations [13]. Our methodology relies on first developing a spatio-temporal decomposition for the Markov operator underlying the Kinetic Monte Carlo algorithm, into a hierarchy of operators, corresponding to the processor architecture. Based on this operator decomposition, we formulate Fractional Step Approximation schemes by employing the Trotter product formula. The idea will be explained in more details in the last section and very promising results will be presented [1].

## 2 Models and applications

### 2.1 The Ising model

### 2.1.1 Description

The Ising type models are microscopic stochastic models defined on a periodic cubic ddimensional lattice of size $|\mathcal{L}|=N=n^{d}$, which we denote by $\mathcal{L}=\left\{x \in \mathbb{Z}^{d} ; 0 \leq x_{i} \leq n-1\right\}$. At each lattice site $x \in \mathcal{L}$ an order parameter is allowed to take the values 0 and 1 describing vacant and occupied sites respectively. We refer to the order parameter as spin [10]. A spin configuration $\sigma$ is an element of the configuration space $\Sigma=\{0,1\}^{|\mathcal{L}|}$ and we write $\sigma=\{\sigma(x): x \in \mathcal{L}\}$, denoting by $\sigma(x)$ the spin at $x$. The energy H of the system, evaluated at $\sigma$, is given by the Hamiltonian

$$
\begin{equation*}
H(\sigma)=-\frac{1}{2} \sum_{x \in \mathcal{L}} \sum_{y \neq x} J(x, y) \sigma(x) \sigma(y)+\sum_{x \in \mathcal{L}} h \sigma(x) \tag{4}
\end{equation*}
$$

where $h$ is the external field and $J$ is the inter-particle potential.
The stochastic process $\left\{\sigma_{t}\right\}_{t \geq 0}$ is a continuous time jump Markov process on $L^{\infty}(\Sigma, \mathbb{R})$ with generator [15]

$$
\begin{equation*}
L f(\sigma)=\sum_{x \in \mathcal{L}} c(x, \sigma)\left(f\left(\sigma^{x}\right)-f(\sigma)\right) \tag{5}
\end{equation*}
$$

for ay test function $f \in L^{\infty}(\Sigma, \mathbb{R})$. See also appendix $\mathbb{B}$ for the relation between this operator and the master equation [7]. Here $c(x, \sigma)$ denotes the rate of a spin flip at $x$ for the configuration $\sigma$ and $\sigma^{x}$ signifies the configuration after a flip at $x$,

$$
\sigma^{x}= \begin{cases}1-\sigma(x), & \text { if } y=x  \tag{6}\\ \sigma(y), & \text { if } y \neq x\end{cases}
$$

In this model we implement spin flip Arrhenius dynamics. Under this type of mechanism the simulation is driven based on the energy barrier a particle has to overcome in flipping from one state to another site given by (9). The Arrhenius spin flip rate $c(x, \sigma)$ at lattice site $x$ is given by

$$
c(x, \sigma)= \begin{cases}c_{d} e^{-\beta U(x)}, & \text { when } \sigma(x)=0  \tag{7}\\ c_{a}, & \text { when } \sigma(x)=1\end{cases}
$$

with adsorption/desorption constants

$$
\begin{equation*}
c_{a}=c_{d}=\frac{1}{\tau_{1}} \tag{8}
\end{equation*}
$$

and $\tau_{1}$ denoting the characteristic time of the stochastic process. By $\beta$ we denote the quantity $\frac{1}{k T}$, where $T$ is the temperature and $k$ the Boltzmann constant. Here $U$ is the
total energy contribution from the particle interactions with the particle located at the site $x \in \mathcal{L}$

$$
\begin{equation*}
U(x)=\sum_{y \neq x} J(x, y) \sigma(y)-h \tag{9}
\end{equation*}
$$

Another possible choice for the rates are the Glauber dynamics [5]. In this case the rate is defined by

$$
\begin{equation*}
c(x, \sigma)=\frac{e^{-\beta U(x) \sigma(x)}}{e^{-\beta U(x)}+e^{\beta U(x)}}=\frac{1}{2}(1-\sigma(x) \tanh (\beta U(x))) \tag{10}
\end{equation*}
$$

### 2.1.2 Canonical Gibbs measures and reversibility

The flip rates (7) and (10) have built in invariance of the Gibbs measure (see [10])

$$
\begin{equation*}
\mu(d \sigma)=\frac{1}{Z} e^{-\beta H(\sigma)} P_{N}(d \sigma), \tag{11}
\end{equation*}
$$

since they satisfy the detailed balance condition [10],

$$
\begin{equation*}
c(x, \sigma) e^{-\beta H(\sigma)}=c\left(x, \sigma^{x}\right) e^{-\beta H\left(\sigma^{x}\right)} \tag{12}
\end{equation*}
$$

Here $P_{N}$ denotes the product prior distribution on $\mathcal{L}$ (the distribution for infinite temperature),

$$
\begin{equation*}
P_{N}(d \sigma)=\prod_{x \in \mathcal{L}} \rho(d \sigma(x))=\left(\frac{1}{2}\right)^{N} \tag{13}
\end{equation*}
$$

and $\rho(\sigma(x)=0)=\rho(\sigma(x)=1)=\frac{1}{2}$. Here $Z$ is the partition function,

$$
\begin{equation*}
Z=\sum_{\sigma \in \Sigma} e^{-\beta H(\sigma)} \tag{14}
\end{equation*}
$$

guaranteeing $\mu(\Sigma)=1$.

### 2.2 Nearest Neighbour Ising Model

In this case the inter-particle potential is defined as

$$
J(x, y)=J(|x-y|)= \begin{cases}J_{0}, & \text { when }|x-y|=1  \tag{15}\\ 0, & \text { otherwise }\end{cases}
$$

Then the Hamiltonian of the system is simplified into

$$
\begin{equation*}
H(\sigma)=-\frac{1}{2} \sum_{x \in \mathcal{L}} J_{0}(\sigma(x-1)+\sigma(x+1)) \sigma(x)+\sum_{x \in \mathcal{L}} h \sigma(x) \tag{16}
\end{equation*}
$$



Figure 1: Comparison of the $1 D$ exact solution for the mean magnetization for the Ising nearest neighbour model with the solution obtained from the Fractional Step algorithm with $\Delta t=1$. Here $(b, J)=(2,1), N=1000, T=1000$

### 2.2.1 Exact solutions

Exactly solvable models of statistical mechanics provide a test bed for sampling algorithms applied to interacting particle systems. In [6] one can find the exact solutions for the mean magnetization which is defined as

$$
\begin{equation*}
<m>=\int_{\Sigma} m(\sigma) \mu(d \sigma) \tag{17}
\end{equation*}
$$

where $m$ is the coverage or the magnetization of the lattice,

$$
\begin{equation*}
m(\sigma)=\frac{1}{N} \sum_{x \in \mathcal{L}} \sigma(x) \tag{18}
\end{equation*}
$$

for a system with Hamiltonian,

$$
\begin{equation*}
H(\sigma)=-\frac{J}{2} \sum_{x \in \mathcal{L}} \sum_{y \in N_{x}} \sigma(y) \sigma(x)-h \sum_{x \in \mathcal{L}} \sigma(x), \tag{19}
\end{equation*}
$$

and $\sigma \in\{-1,1\}$. You can see appendix how to transform the Hamiltonian from $\{-1,1\}$ to $\{0,1\}$.

The mean magnetization for the one dimensional model is given by

$$
\begin{equation*}
m=\frac{\sinh (\beta h)}{\sqrt{\sinh ^{2}(\beta h)+e^{-4 \beta h}}} \tag{20}
\end{equation*}
$$

and for the two dimensional case, known as the Onsager solution, when $h=0$

$$
m= \begin{cases}0, & \beta<\beta_{c}  \tag{21}\\ \left(1-\sinh ^{-4}(2 \beta J)\right)^{1 / 8}, & \beta>\beta_{c}\end{cases}
$$

where $\beta_{c}$ is the critical value for $\beta$ in which phase transition occur and its value is given by the solution of the equation

$$
\begin{equation*}
\sinh \left(\beta_{c} J\right)=1 \tag{22}
\end{equation*}
$$

In figures 1 and 2 we see the mean magnetization for the 1 d and 2 d model respectively. Note that in the 1d model no phase transition effects take part, while in the 2d case for $\beta=\beta_{c}$ you can observe the non smooth transition in the magnetization. However when the range of the inner particle potential is increased phase transition is observed in the 1 d model, as we will see later.


Figure 2: Comparison of the 2d exact solution for the mean magnetization for the Ising nearest neighbor model with the solution obtained from the Fractional Step algorithm with $\Delta t=1$. Here $(J, h)=(1,2), N=100^{2}, T=100$

Finally, in one dimension, the exact solution for the spatial autocorrelation function (for free boundary conditions), defined by

$$
\begin{equation*}
G(x, y)=\mathbb{E}[(\sigma(x)-\mathbb{E} \sigma(x))(\sigma(y)-\mathbb{E} \sigma(y))]=\mathbb{E}[\sigma(x) \sigma(y)] \tag{23}
\end{equation*}
$$

is known for $h=0$ and is given by [10]

$$
\begin{equation*}
G(x, y)=\tanh (\beta J)^{|x-y|} \tag{24}
\end{equation*}
$$

Although this formula is exact for free boundary conditions, it can be used for large systems with periodic boundary conditions since the partition functions for these models coincide (for more details on this see [10 §3.14).

Note that for $T \neq \infty$ we have that $\tanh (\beta J)<1$ and $\operatorname{coth}(\beta J)>1$ thus $\log \operatorname{coth}(\beta J)>$ 0 . Therefore, for $y>0$ we can write

$$
\begin{equation*}
G(x, x+y)=e^{-y \log \operatorname{coth}(\beta J)} \tag{25}
\end{equation*}
$$

showing that correlations decay exponentially.

### 2.3 The Curie Weiss model

### 2.3.1 Description

The Curie-Weiss model is a special case of the Ising model where the inter-particle potential $J(x, y)$ is constant and equal to $\frac{J_{0}}{N}$.

The microscopic Hamiltonian (4) can be written in terms of the new variable $\eta=m(\sigma)$ (see eq. (18)) as,

$$
\begin{aligned}
H(\sigma) & =-\frac{1}{2} \sum_{x \in \mathcal{L}} \sigma(x) \frac{J_{0}}{N}\left(\sum_{y \neq x} \sigma(y)-\sigma(x)\right)+N h \eta \\
& =-\frac{J_{0}}{2} \sum_{x \in \mathcal{L}} \sigma(x) \frac{1}{N}(N \eta-\sigma(x))+N h \eta \\
& =-\frac{J_{0}}{2}\left(\eta \sum_{x \in \mathcal{L}} \sigma(x)-\frac{1}{N} \sum_{x \in \mathcal{L}} \sigma^{2}(x)\right)+N h \eta \\
& =\frac{J_{0}}{2}\left(N \eta^{2}-\frac{1}{N} \sum_{x \in \mathcal{L}} \sigma^{2}(x)\right)+N h \eta .
\end{aligned}
$$

Since $\sigma \in\{0,1\}^{N}$, we get $\sum_{x \in \mathcal{L}} \sigma^{2}(x)=\sum_{x \in \mathcal{L}} \sigma(x)=\eta$ and finally the coarse grained Hamiltonian is given by

$$
\begin{equation*}
\tilde{H}(\eta)=N \eta\left(\frac{J_{0}}{2}\left(\eta-\frac{1}{N}\right)+h\right)=N \bar{H}(\eta) \tag{26}
\end{equation*}
$$

Now the spin flip rates (7) reads as,

$$
\begin{equation*}
c(x, \sigma)=(1-\sigma(x))+\sigma(x) e^{-\beta \tilde{U}(\eta)} \tag{27}
\end{equation*}
$$

where $\tilde{U}(\eta)=J_{0}\left(\eta-\frac{1}{N}\right)-h$.
We can rewrite the generator (5), in terms of the variable $\eta$, by introducing the test function

$$
\begin{equation*}
f(\sigma):=g(F(\sigma))=g(\eta), \quad F(\sigma)=\frac{1}{N} \sum_{x \in \mathcal{L}} \sigma(x) \tag{28}
\end{equation*}
$$

for any test function $g \in L^{\infty}(\Sigma, \mathbb{R})$. Then

$$
\begin{aligned}
F\left(\sigma^{x}\right) & =\frac{1}{N} \sum_{y \in \mathcal{L}} \sigma^{x}(y)=\frac{1}{N}\left(\sum_{y \in \mathcal{L}} \sigma(y)+1-2 \sigma(x)\right) \\
& = \begin{cases}F(\sigma)+\frac{1}{N}, & \text { when } \sigma(x)=0 \\
F(\sigma)-\frac{1}{N}, & \text { when } \sigma(x)=1\end{cases}
\end{aligned}
$$

and

$$
f\left(\sigma^{x}\right)=g\left(F\left(\sigma^{x}\right)\right)= \begin{cases}g\left(\eta+\frac{1}{N}\right), & \text { when } \sigma(x)=0  \tag{29}\\ g\left(\eta-\frac{1}{N}\right), & \text { when } \sigma(x)=1\end{cases}
$$

Then the second term in the sum in equation (4) becomes

$$
\begin{align*}
f\left(\sigma^{x}\right)-f(\sigma) & =g\left(\eta+\frac{1}{N}\right)(1-\sigma(x))+g\left(\eta-\frac{1}{N}\right)(1-\sigma(x))-g(\eta) \\
& =\left(g\left(\eta+\frac{1}{N}\right)-g(\eta)\right)(1-\sigma(x))+\left(g\left(\eta-\frac{1}{N}\right)-g(\eta)\right) \sigma(x) \tag{30}
\end{align*}
$$

Using these equations we can write the coarse grained generator

$$
\begin{equation*}
\tilde{L} g(\eta)=c_{a}(\eta)\left(g\left(\eta+\frac{1}{N}\right)-g(\eta)\right)+c_{d}(\eta)\left(g\left(\eta-\frac{1}{N}\right)-g(\eta)\right) \tag{31}
\end{equation*}
$$

where $c_{a}(\eta)=N(1-\eta)$ and $c_{d}=\eta N e^{-b \tilde{U}(\eta)}$.

### 2.3.2 Invariant measure and asymptotics

Let $\tilde{\mu}$ denote the invariant measure for the coarse grained dynamics. Then the detailed balance for this measure dictates

$$
\begin{equation*}
c_{d}(\eta) \tilde{\mu}(\eta)=c_{a}\left(\eta-\frac{1}{N}\right) \tilde{\mu}\left(\eta-\frac{1}{N}\right) \tag{32}
\end{equation*}
$$

or

$$
\begin{equation*}
\tilde{\mu}(\eta)=\tilde{\mu}\left(\eta-\frac{1}{N}\right) \frac{c_{a}\left(\eta-\frac{1}{N}\right)}{c_{d}(\eta)}=\ldots=\tilde{\mu}(0) \prod_{i=1}^{\eta N} \frac{c_{a}\left(\frac{i-1}{N}\right)}{c_{d}\left(\frac{i}{N}\right)} \tag{33}
\end{equation*}
$$

By doing all the calculations we get

$$
\begin{equation*}
\tilde{\mu}(\eta)=\frac{1}{\tilde{Z}} e^{-\beta \tilde{H}(\eta)} \tilde{P}(\eta) \tag{34}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{P}\left(\eta=\frac{k}{N}\right)=\binom{N}{k}\left(\frac{1}{2}\right)^{N}=\frac{N!}{k!(N-k)!}\left(\frac{1}{2}\right)^{N} \tag{35}
\end{equation*}
$$

and $\tilde{Z}$ is the partition function for the coarse grained measure. We can use Stirling's formula [3] to write

$$
\begin{equation*}
\binom{N}{k}=e^{\log \binom{N}{k}}=e^{-N(\eta \log \eta+(1-\eta) \log (1-\eta))+o(N)} \tag{36}
\end{equation*}
$$

where $k=\eta N$.Then equation (34) transforms into

$$
\begin{equation*}
\tilde{\mu}(\eta)=\frac{1}{\tilde{Z}} e^{-N(\beta \bar{H}(\eta)+\eta \log \eta+(1-\eta) \log (1-\eta))+o(N)} \tag{37}
\end{equation*}
$$

### 2.3.3 Exact solutions

For this model, with Hamiltonian

$$
\begin{equation*}
\tilde{H}(\sigma)=-\frac{\tilde{J}}{N-1} \sum_{x \in \mathcal{L}} \sum_{y \neq x} \tilde{\sigma}(x) \tilde{\sigma}(y)-\tilde{h} \sum_{x \in \mathcal{L}} \tilde{\sigma}(x) \tag{38}
\end{equation*}
$$

and $\sigma(x) \in\{-1,1\}$, the mean magnetization as $N \rightarrow \infty$, is given by [6]

$$
\begin{equation*}
\tilde{m}=\tanh (2 \beta \tilde{J} \tilde{m}+\beta \tilde{h}) \tag{39}
\end{equation*}
$$

or, solving for the external field

$$
\begin{equation*}
\tilde{h}=-2 \tilde{J} \tilde{m}+\frac{1}{2 \beta} \ln \frac{1+\tilde{m}}{1-\tilde{m}} . \tag{40}
\end{equation*}
$$

In order to transform the above equation for our system, with Hamiltonian given by (44) and $\sigma(x) \in\{0,1\}$, we have to substitute $\tilde{J}=J / 8, \tilde{h}=J / 4-h / 2$ and $\tilde{m}=2 m-1$ (see appendix A for more information about this transformation). Then the external field in terms of the coverage, is given by

$$
\begin{equation*}
h=J m-\frac{1}{\beta} \ln \frac{m}{1-m} . \tag{41}
\end{equation*}
$$

As mentioned in previous section, the Ising model with nearest neighbor interactions has no phase transitions. In the C-W model the interactions cover the whole lattice. In this case, for $\beta J>4$ phase transition occur. In figure (3) you can see how the mean coverage looks like for different values of $\beta J$.

### 2.4 The Chemical Reactions Model

### 2.4.1 Description

The time evolution of a spatially homogeneous mixture of chemically reacting molecules is usually calculated by solving a set of coupled ordinary differential equations [8]. If there


Figure 3: Mean coverage for the mean field Curie-Weiss model. You can observe phase transitions for $\beta J>4$ (left). The results from the SSA algorithm are in good agreement with the exact solution and the hysteresis phenomenon is clearly observed for $b=7, J=1 N=10^{6}$ (right).
are $N$ chemically active molecular species present, there will be $N$ differential equations in the set. Another approach to the chemical kinetics of such systems is the stochastic formulation. Here the reaction rates are viewed as reaction "probabilities per unit time" and the temporal behavior of the system takes the form of a Markovian random walk on the $N$-dimensional space of the molecular populations of the $N$ species.

The general problem may be formulated as follows: In a given volume $V$ there are molecules of $N$ chemically active species $S_{i}$ and possibly species of inert molecules as well. By $X_{i}(t)$ we denote the current number of molecules of the chemical species $S_{i}, i=$ $1, \ldots, N$ at time $t$. Moreover these $N$ species react through $M$ chemical reactions $R_{i}$, each characterized by a numerical reaction parameter $c_{i}$. We will only examine reactions of the following general types

$$
\begin{align*}
* & \rightarrow \text { reaction products }  \tag{42a}\\
S_{i} & \rightarrow \text { reaction products }  \tag{42b}\\
S_{i}+S_{j} & \rightarrow \text { reaction products }(i \neq j)  \tag{42c}\\
2 S_{i} & \rightarrow \text { reaction products }  \tag{42d}\\
S_{i}+S_{j}+S_{k} & \rightarrow \text { reaction products }(i \neq j \neq k)  \tag{42e}\\
S_{i}+2 S_{j} & \rightarrow \text { reaction products }(i \neq j)  \tag{42f}\\
3 S_{i} & \rightarrow \text { reaction products } \tag{42~g}
\end{align*}
$$

The first reaction type denotes a spontaneous creation of one or more of the species $S_{i}$. The reaction products may contain none, one or more of the chemical species $S_{i}$.

For every reaction we define the propensity function

$$
a_{i}(\mathbf{x}) d t:=\text { the probability given } \mathbf{X}(\mathrm{t})=\mathbf{x} \text { that one } R_{i}
$$

> reaction will occur somewhere inside $V$ in the next infinitesimal time interval $[t, t+d t], i=1, \ldots, M$
where $\mathbf{X}(t)=\left(X_{1}(t), \ldots, X_{N}(t)\right)$. Also let us define the state-change vector $\boldsymbol{\nu}_{i}$, whose $j$ th component is defined by

$$
\begin{align*}
\nu_{i j}= & \text { the change in the number of } S_{j} \text { molecules } \\
& \text { produced by an } R_{i} \text { reaction } \tag{44}
\end{align*}
$$

and the matrix $\boldsymbol{\nu}=\left(\boldsymbol{\nu}_{1}, \ldots, \boldsymbol{\nu}_{M}\right)$. The above definitions completely determine the chemical model. For every reaction type in (42) the propensity function is

$$
\begin{align*}
a(\mathbf{x}) & =c  \tag{45a}\\
a(\mathbf{x}) & =c X_{i}  \tag{45b}\\
a(\mathbf{x}) & =c X_{i} X_{j}  \tag{45c}\\
a(\mathbf{x}) & =c X_{i}\left(X_{i}-1\right) / 2  \tag{45~d}\\
a(\mathbf{x}) & =c X_{i} X_{j} X_{k}  \tag{45e}\\
a(\mathbf{x}) & =c X_{i} X_{j}\left(X_{j}-1\right) / 2  \tag{45f}\\
a(\mathbf{x}) & =c X_{i} X_{j}\left(X_{j}-1\right)\left(X_{j}-2\right) / 6 \tag{45~g}
\end{align*}
$$

where $c$ is the reaction parameter.
Having these in mind we are interested in the following probability

$$
\begin{align*}
P\left(\mathbf{x}, t \mid \mathbf{x}_{0}, t_{0}\right)= & \text { probability that } \mathbf{X}(t) \text { will equal } \mathbf{x}  \tag{46}\\
& \text { given that } \mathbf{X}\left(t_{0}\right)=\mathbf{x}_{0} \tag{47}
\end{align*}
$$

The above probability density function obeys the following differential equation, known as chemical master equation

$$
\begin{equation*}
\frac{\partial}{\partial t} P\left(\mathbf{x}, t \mid \mathbf{x}_{0}, t_{0}\right)=\sum_{j=1}^{M} a_{j}\left(\mathbf{x}-\boldsymbol{\nu}_{j}\right) P\left(\boldsymbol{x}-\boldsymbol{\nu}_{j}, t \mid \mathbf{x}_{0}, t_{0}\right)-a_{j}(\mathbf{x}) P\left(\mathbf{x}, t \mid \mathbf{x}_{0}, t_{0}\right) \tag{48}
\end{equation*}
$$

with initial condition,

$$
P\left(\mathbf{x}, t_{0} \mid \mathbf{x}_{0}, t_{0}\right)=\delta\left(\mathbf{x}-\mathbf{x}_{0}\right)=\left\{\begin{array}{cc}
1, & \mathbf{x}=\mathbf{x}_{0}  \tag{49}\\
0, & \mathbf{x} \neq \mathbf{x}_{0}
\end{array}\right.
$$

### 2.4.2 Example : The Schlögl model

The Schögl model is a simple autocatalytic, trimolecular reaction scheme. It is very interesting because for specific values of the parameters exhibits bistability. Due to its
simplicity it is widely used as a test problem. This model was first analyzed by Schlögl in 1972 (see [11], [24]). The reactions are

$$
\begin{aligned}
A+2 X & \underset{\substack{c_{2}}}{\stackrel{c_{1}}{\rightleftarrows}} 3 X \\
B & \underset{c_{4}}{\rightleftarrows}
\end{aligned}
$$

We assume that the number of A and B molecules are maintained constant and we track only the X molecules. Using eq. (45) we get the propensities vector,

$$
\left(\begin{array}{c}
a_{1}(x)  \tag{50}\\
a_{2}(x) \\
a_{3}(x) \\
a_{4}(x)
\end{array}\right)=\left(\begin{array}{c}
c_{1} a x(x-1) / 2 \\
c_{2} x(x-1)(x-2) / 6 \\
c_{3} b \\
c_{4} x
\end{array}\right)
$$

where $a, b$ and $x$ are the numbers of molecules of $A, B$ and $X$ respectively. The state change matrix is

$$
\boldsymbol{\nu}=\left[\begin{array}{llll}
1 & -1 & 1 & -1 \tag{51}
\end{array}\right]
$$

## 3 Temporal acceleration

In this section we will describe the algorithms we will use to solve the models of the previous chapter. First we will see in detail the two basic algorithms for the solution of the microscopic models, the Stochastic Simulation Algorithm (SSA) and the tau-leap (9], [4]). Then we will give a short description of the Euler-Maruyama scheme for the solution of the SDE approximation of the above models. Finally the mean field approximation of these will be examined. We will check the validity of these algorithms by comparing the empirical histograms with the exact measures, obtained in the previous section.

### 3.1 Stochastic Simulation Algorithm (SSA)

For the master equation (48) define the quantity

$$
\begin{equation*}
a_{0}(\boldsymbol{x})=\sum_{j=1}^{M} a_{j}(\boldsymbol{x}) \tag{52}
\end{equation*}
$$

Then $a_{0}(\boldsymbol{x}) d t$ is the probability that some reaction will occur in the next dt and $e^{a_{0}(\boldsymbol{x}) d t}$ is the probability that a time $d t$ will elapse without any reaction firing. Having this and definition (43) it can be shown that that the next reaction density function

$$
\begin{align*}
p(\tau, j \mid \boldsymbol{x}, d \tau):= & \text { probability that, given } \boldsymbol{X}(t)=\boldsymbol{x} \text { the next reaction in } \Omega \\
& \text { will occur in the time interval }[t+\tau, t+\tau+d \tau] \text { and will } \\
& \text { be an } R_{j} \text { reaction } \tag{53}
\end{align*}
$$

is equal to

$$
\begin{equation*}
p(\tau, j \mid \boldsymbol{x}, t)=a_{j}(\boldsymbol{x}) e^{a_{0}(\boldsymbol{x}) \tau} \tag{54}
\end{equation*}
$$

```
Algorithm 1 SSA
Require: \(T, \boldsymbol{x}_{0}\)
    \(\boldsymbol{x}=\boldsymbol{x}_{0}\)
    while \(t \leq T\) do
        sample \(r\) from \(\mathcal{U}([0,1])\)
        \(j \leftarrow \min \left\{k \mid \sum_{i=1}^{k} a_{i}(\boldsymbol{x})>r a_{0}(\boldsymbol{x})\right\}\)
        \(\boldsymbol{x} \leftarrow \boldsymbol{x}+\boldsymbol{\nu}_{j}\)
        sample \(d t\) from \(\mathcal{E}\left(a_{0}(\boldsymbol{x})\right)\)
        \(t \leftarrow t+d t\)
    end while
```

As you can see, algorithm (1) is a very simple procedure. It requires only two samples from continuous density functions (one from the uniform $\mathcal{U}$ and one from the exponential


Figure 4: Comparison of the exact measure with the empirical histogram obtained with the SSA algorithm for the Curie-Weiss model.
$\mathcal{E})$. We will see later that sampling from continuous pdfs is much less expensive than that of discrete. The only problem is that the mean time interval is given by $<d t>=1 / a_{0}(x)$, which means that if the propensities functions are relatively large then the waiting times will be small and the algorithm will need a lot of steps in order to reach $T$. This problem comes the tau-leap method to overcome.

In figure (4) you can see the empirical histogram obtained with the above algorithm in comparison with the exact measure (34) for the Curie-Weiss model. Also in figure (3) you can see how the hysteresis effect is captured by SSA for $\beta J=7$ and $N=1000$.

### 3.2 Tau-leap algorithm

Although SSA is an exact algorithm its big problem is that in some cases may be extremely inefficient. As stated before if the propensities functions are large then the stochastic time steps will be small and a large number of iterations will be needed in order to reach a specific final time. The Tau-leap method is not exact; it uses a deterministic time increment $\tau$, which may change during the execution, and updates the system population by approximating the execution number of every reaction.

Instead of updating the population at random time increments, as the SSA does, we can think as follows 9 : choose a constant time increment $\tau$ and ask the question "how many times every reaction fires during $\tau$ ?". Then the population can be updated


Figure 5: Comparison of the exact measure with the empirical histogram obtained with the tau-leap algorithm for the Curie-Weiss model.
appropriately. In order to present this idea formally we have to introduce some new definitions.

The functions that answers the above question is the following,

$$
\begin{align*}
K_{j}(\tau ; \boldsymbol{x}, t)= & \text { the number of times that reaction } R_{j} \text { will fire } \\
& \text { in the time interval }[t, t+\tau], \text { given } \boldsymbol{X}(t)=\boldsymbol{x} . \tag{55}
\end{align*}
$$

Of course solving for $K_{j}$ is as difficult as solving the master equation. But if we incorporate the next condition the above quantity can be approximated.

Leap condition Choose $\tau$ to be "small enough", so that the propensity functions will remain about "constant" during the time interval $[t, t+\tau]$.

Then it can be shown that the random variable (55) follows a Poisson distribution with mean $a_{j}(\boldsymbol{x}) \tau$.

```
Algorithm 2 tau-leap
Require: \(T, \boldsymbol{x}_{0}, \tau\)
    \(\boldsymbol{x}=\boldsymbol{x}_{0}\)
    while \(t \leq T\) do
        sample \(p_{j}\) from \(\mathcal{P}\left(a_{j}(\boldsymbol{x}) \tau\right), j=1, \ldots, M\)
        \(\boldsymbol{p}=\left(p_{1}, \ldots, p_{M}\right)^{T}\)
        \(\boldsymbol{x} \leftarrow \boldsymbol{x}+\boldsymbol{\nu} \boldsymbol{p}\)
        \(t \leftarrow t+\tau\)
    end while
```

In order algorithm (2) to be more efficient than SSA, the time step $\tau$ must be chosen large enough. As mentioned earlier, sampling from a continuous pdf is much more efficient
than sampling from a discrete one. Some measurements done in matlab, showed that sampling from the Poisson distribution is about 300 times slower than sampling from the nomral distribution. This observation dictates that $\tau>\tau_{c}=300 / a_{0}(\boldsymbol{x})$, where $1 / a_{0}(\boldsymbol{x})$ is the mean of the random time increment for the SSA.

This observation creates a conflict with the leap condition. If $\tau$ is very large then the propensity functions may not be constant during the time interval $[t, t+\tau]$, and the tau-leap method is not valid any more.

The empirical histograms for the Curie-Weiss model, shown in figure (5), were created for values of $\tau$ less than the critical value $\tau_{c}$. Otherwise the leap condition is violated.

### 3.3 Invariant measure

In this section we will compare the invariant measure of $\tau$-leap with the exact invariant measure of the Curie-Weiss models. In every time step we pick two Poisson random variables and take their difference. The first has mean value $a_{1}(x) \tau$ and the second $a_{2}(x) \tau$, where $a_{1}, a_{2}$ are the adsorption and desorption rates respectively. Their difference follows a distribution, named Skellam [22],

$$
\begin{equation*}
f_{s}\left(x ; \mu_{1}, \mu_{2}\right)=e^{-\left(\mu_{1}+\mu_{2}\right)}\left(\frac{\mu_{1}}{\mu_{2}}\right)^{x / 2} I_{|x|}\left(2 \sqrt{\mu_{1} \mu 2}\right) \tag{56}
\end{equation*}
$$

where $\mu_{1}=a_{1}(x) \tau, \mu_{2}=a_{2}(x) \tau$ and $I_{|x|}$ is the modified Bessel function of first kind [3].
Now we can compute the one step transition matrix, which depends on $\tau$

$$
\begin{equation*}
P_{\tau}(x, y)=\mathbb{P}\left(X^{t+\tau}=y \mid X^{t}=x\right)=f_{s}\left(x ; a_{1}(x) \tau, a_{2}(x) \tau\right) \tag{57}
\end{equation*}
$$

The invariant measure $\pi$, solves the linear system

$$
\begin{equation*}
\pi=P_{\tau} \pi \tag{58}
\end{equation*}
$$

or

$$
\begin{equation*}
\tilde{\pi}=\lim _{n \rightarrow \infty} P_{\tau}^{n} \tag{59}
\end{equation*}
$$

where $\tilde{\pi}$ has all rows the same and $\pi$ is equal to one of its rows. The invariant measure matrix was computed in Matlab. The matrix exponential is computed by diagonalization and $n$ is chosen such that

$$
\begin{equation*}
\left\|\tilde{\pi}_{i}-\tilde{\pi}_{j}\right\|_{\infty}<t o l \tag{60}
\end{equation*}
$$

where $\tilde{\pi}_{i}$ is the $i$ th row of $\tilde{\pi}$ and tol a small parameter (we chose $t o l$ as the machine epsilon). In our computation we take the difference of the first with last row. No difference was observed if we take other pairs.

In figure 6 you can see a comparison between the two invariant measures. For this parameters the mean value of the stochastic time increment is greater or equal to 0.001 . For this value of $\tau$ good agreement between the two pdfs is observed. But for larger $\tau$ the left mode of the distribution is absent.


Figure 6: Comparison of the exact invariant measure of the $C-W$ model with the invariant measure of $\tau$-leap. Here $b=2.5, J=2.04, h=1$ and $N=100$.

### 3.4 Numerical Solution of SDEs

### 3.4.1 Fokker-Planck approximation of the Master equation

The general form of the Master equation

$$
\begin{equation*}
\frac{d P(x, t)}{d t}=\sum_{y \neq x} a(x, y) P(y, t)-a(y, x) P(x, t) \tag{61}
\end{equation*}
$$

can be approximated by a stochastic differential equation, known as the Fokker-Planck equation. This non rigorous derivation was first given by Kramers and then improved by Moyal and is known as the Kramer-Moyal expansion (see [7]).

In the above equation, we substitute $u=x-y$ in the first term and $u=y-x$ in the second term. Defining

$$
t(u, x)=a(x+u, x)
$$

and substituting in the Master equation, we get,

$$
\begin{aligned}
\frac{d P(x, t)}{d t} & =\int(a(x, x-u) P(x-u, t)-a(x+u, x) P(x, t) d u) \\
& =\int(t(u, x-u) P(x-u, t)-t(u, x) P(x, t) d u)
\end{aligned}
$$

Then we expand the first term in the integral in power series,

$$
\begin{align*}
\frac{d P(x, t)}{d t} & =\int \sum_{n=1}^{\infty} \frac{-u^{n}}{n!} \frac{\partial^{n}}{\partial u^{n}}(t(u, x) P(x, t)) d u \\
& =\sum_{n=1}^{\infty} \frac{-1^{n}}{n!} \int u^{n} \frac{\partial^{n}}{\partial x^{n}}(t(u, x) P(x, t)) d u \\
& =\sum_{n=1}^{\infty} \frac{-1^{n}}{n!} \frac{\partial^{n}}{\partial x^{n}} b_{n}(x) P(x, t) \tag{62}
\end{align*}
$$

where

$$
b_{n}(x)=\int u^{n} t(u, x) d u=\int(y-x)^{n} a(y, x) d y
$$

Note that the integral in the above equations can be substituted by sums in case the state space is discrete. If we take only the first two terms in the above series, we obtain the Fokker-Planck equation,

$$
\begin{equation*}
\frac{\partial}{\partial t} P(x, t)=-\frac{\partial}{\partial x}\left[b_{1}(x) P(x, t)\right]+\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}\left[b_{2}(x) P(x, t)\right] \tag{63}
\end{equation*}
$$

### 3.4.2 Equivalence of FPE and SDE

There in a connection between the Fokker-Planck equation, that describes the probability distribution function of a stochastic process, and the Stochastic Differential Equation that describes the individual paths of the same process. Consider the stochastic equation,

$$
\begin{equation*}
d X(t)=b_{1}(X, t) d t+\sqrt{b_{2}(X, t)} d W(t) . \tag{64}
\end{equation*}
$$

In order to show the equivalence between these two equations we need the Ito's formula for change of variables. For an arbitrary function $f$ of $X(t)$, it states that,

$$
\begin{equation*}
d f(X(t))=\left(b_{1}(X, t) f^{\prime}(X)+\frac{1}{2} b_{2}(X, t) f^{\prime \prime}(X)\right) d t+\sqrt{b_{2}}(X, t) f^{\prime}(X) d W(t) \tag{65}
\end{equation*}
$$

We now consider the time development of $f$,

$$
\begin{aligned}
\frac{\mathbb{E} d f(X(t))}{d t} & =\mathbb{E} \frac{d f(X(t))}{d t} \\
& =\frac{d}{d t} \mathbb{E} f(X(t)) \\
& =\mathbb{E}\left[b_{1}(X, t) f_{X}(X)+\frac{1}{2} b_{2}(X, t) f_{X X}(X)\right]
\end{aligned}
$$

Assuming that $X(t)$ has probability density $P(x, t)$, the above equation can be rewritten,

$$
\begin{aligned}
\frac{d}{d t} \mathbb{E} f(X(t)) & =\int f(X) \frac{\partial}{\partial t} P(X, t) d X \\
& =\int\left(b_{1}(X, t) f_{X}(X)+\frac{1}{2} b_{2}(X, t) f_{X X}(X)\right) P(X, t) d X
\end{aligned}
$$

By integrating by parts and discarding surface terms we get,

$$
\begin{equation*}
\int f(X) \frac{\partial}{\partial t} P(X, t) d x=\int f(X)\left(-\frac{\partial}{\partial X}\left[b_{1}(X) P(X, t)\right]+\frac{1}{2} \frac{\partial^{2}}{\partial X^{2}}\left[b_{2}(X) P(X, t)\right]\right) d X \tag{66}
\end{equation*}
$$

and since $f$ was arbitrary,

$$
\begin{equation*}
\frac{\partial}{\partial t} P(X, t)=-\frac{\partial}{\partial X}\left[b_{1}(X) P(X, t)\right]+\frac{1}{2} \frac{\partial^{2}}{\partial X^{2}}\left[b_{2}(X) P(X, t)\right] \tag{67}
\end{equation*}
$$

which is the same as the FPE equation (63).

### 3.4.3 An example: Curie-Weiss approximation

As an example, consider the Curie-Weiss model by changing the variable $\eta=x N$ so the transition rates for the corresponding Master equation can be written as,

$$
\begin{equation*}
a(x, y)=\delta_{x, y+1} c_{a}(y)+\delta_{x, y-1} c_{d}(y) \tag{68}
\end{equation*}
$$

In this case the first two terms in the Kramer-Moyal expansion are

$$
\begin{aligned}
b_{1}(x) & =\sum_{y}(y-x) a(y, x) \\
& =(x+1-x) a(x+1, x)+(x+1-x) a(x-1, x) \\
& =c_{a}(x)-c_{d}(x)
\end{aligned}
$$

and

$$
\begin{aligned}
b_{2}(x) & =\sum_{y}(y-x)^{2} a(y, x) \\
& =(x+1-x)^{2} a(x+1, x)+(x+1-x)^{2} a(x-1, x) \\
& =c_{a}(x)+c_{d}(x)
\end{aligned}
$$

Finally the corresponding SDE is,

$$
\begin{equation*}
d x(t)=\left(c_{a}(x)-c_{d}(x)\right) d t+\sqrt{c_{a}(x)+c_{d}(x)} d W(t) \tag{69}
\end{equation*}
$$

### 3.4.4 Numerical Solution of SDEs

A general SDE can be written in integral form

$$
\begin{equation*}
X(t)=X_{0}+\int_{0}^{t} f(X(s)) d s+\int_{0}^{t} g(X(s)) d W(s), \quad 0 \leq t \leq T \tag{70}
\end{equation*}
$$



Figure 7: Comparison of the exact measure with the empirical measure of the SDE that approximates the Curie-Weiss model. For the numerical solution of the SDE the Euler-Maruyama scheme is used.
where $f, g$ are scalar functions and the initial condition $X_{0}$ is a random variable. The second integral is to be taken with respect to Brownian motion [12]. We can can also write the previous equation in differential equation form,

$$
\begin{equation*}
d X(t)=f(X(t)) d t+g(X(t)) d W(t), \quad X(0)=X_{0} \quad 0 \leq t \leq T \tag{71}
\end{equation*}
$$

Let $N$ be a positive integer, $\Delta t=\frac{T}{N}$ the time time step and define $t_{j}=j \Delta t$. Then the Euler-Maruyama method takes the form

$$
\begin{equation*}
X_{j}=X_{j-1}+f\left(X_{j-1}\right) \Delta t+g\left(X_{j-1}\right)\left(W\left(t_{j}\right)-W\left(t_{j-1}\right)\right), \quad j=2, \ldots, N \tag{72}
\end{equation*}
$$

where $X_{j}$ is the approximation of $X\left(t_{j}\right)$. As mentioned before $W(t)$ is a Brownian motion so the random variable $W(t)-W(s)$ is normally distributed with mean zero and variance $t-s$. Then we write the above difference $W\left(t_{j}\right)-W\left(t_{j-1}\right)$ as

$$
\begin{equation*}
d W_{j}=W\left(t_{j}\right)-W\left(t_{j-1}\right)=\sqrt{(\Delta t)} r, \quad r \sim \mathcal{N}(0,1) \tag{73}
\end{equation*}
$$

We can refine the above difference by considering a refinement of the interval $\left[t_{j-1}, t_{j}\right]=$ $\left[t_{j-1}=t_{j-1}^{0}, \ldots, t_{j-1}^{M}=t_{j}\right]$ where $t_{j-1}^{i}=t_{j-1}+i \delta t, i=0, \ldots, M$ and $\delta t=\frac{\Delta t}{M}$.

$$
\begin{equation*}
d W_{j}=W\left(t_{j}\right)-W\left(t_{j-1}\right)=\sum_{i=1}^{M} W\left(t_{j-1}^{i}\right)-W\left(t_{j-1}^{i-1}\right)=\sqrt{\delta t} \sum_{i=1}^{M} r_{i}, \quad r_{i} \sim \mathcal{N}(0,1) \tag{74}
\end{equation*}
$$



Figure 8: The continuous line is the solution of the ODE describing the mean field solution for the Curie-Weiss model (parameters?). The dotted line is the mean solution of the SSA algorithm over 100 realizations.

### 3.5 Mean Field approximation

In the Kramers-Moyal expansion (62) keeping only the first order term and following the procedure described in the previous section, we get the ordinary differential equation,

$$
\begin{equation*}
d X(t)=b_{1}(X, t) d t . \tag{75}
\end{equation*}
$$

In figure (8) you can see a comparison of the Curie-Weiss model and its mean field approximation, which can be derived from equation (69) by neglecting the stochastic term. For large values of $N$ good approximation is observed.

Another example we can see is the Schlögl model described in the first section. We can view this model as a jump process with rates

$$
\begin{array}{r}
c_{a}(x)=c_{1} a x(x-1)+c_{3} b \\
c_{d}(x)=c_{2} x(x-1)(x-2)+c_{4} x
\end{array}
$$

and the ODE approximation is the same as in the Curie-Weiss model. However there is no parameter we can send to infinity to obtain the deterministic limit. The difference with the Curie Weiss model is that that the first is obtained directly from the microscopic equations by doing appropriate approximations. In this case we have to artificially add a volume parameter, analogous to the number of particles $N$ in the C-W model.

The new rates in the stochastic model $\hat{c}_{i}$ are related to the old rates by a factor of $V$ which depends on the number of reactants involved in the $i$ th reaction [24]. Fore a reaction involving $m$ reactants, the relation will be $c_{i}=\hat{c}_{i} / V^{m-1}$. Thus, the new birth and death rates are written in terms of the old parameters as,

$$
\begin{array}{r}
\hat{c}_{a}(x)=\frac{\hat{c}_{1}}{V} a x(x-1)+\hat{c}_{3} V b \\
\hat{c}_{d}(x)=\frac{\hat{c}_{2}}{V^{2}} x(x-1)(x-2)+\hat{c}_{4} x
\end{array}
$$



Figure 9: Probability distribution function for the Schlögl model for different values of $V$ (left). Comparison of the ODE approximation and the stochastic model for $V=10^{4}$ (right). The parameters are $\hat{c}_{1}=3, \hat{c}_{2}=0.6, \hat{c}_{3}=0.25, \hat{c}_{4}=2.95, a=1, b=2$

In figure (9) you can see the comparison of the pure jump process and its approximation. Looking on the left figure, we can observe that as $V$ increases the probability of the first mode become smaller and the valley between the two modes is steeper. This means that the system gets trapped in one of the modes and the probability of jumping to the other state is effectively zero.

## 4 Hierarchical Fractional Step Parallelization Algorithms

In this section, the new algorithm "Hierarchical Parallelization Algorithm" will be presented. This method comes as a solution to the parallelization of kinetic Monte Carlo algorithms. It is based on the tested idea of Operator Splitting, coming from the solution of partial differential equations. First the theoretical derivation will be presented, then some numerical results concerning the validation of the method and finally a presentation and a conversation on some issues towards an optimized implementation.

### 4.1 Description

In order to allow the modeling of adsorption, desorption, diffusion and reactions mechanisms we consider the following mechanism at each configuration $\sigma \in \Sigma$ : we denote by,

$$
\begin{align*}
\sigma^{(x, \omega)}= & \text { the new configuration which is a one step } \\
& \text { update of } \sigma \text { at a neighborhood of each site } x \in \mathcal{L} \tag{76}
\end{align*}
$$

Here $\omega \in \Omega_{x}$, where $\Omega_{x}$ is the index set of all possible configurations that corresponds to an update at neighborhood of site $x$. For instance, in the case of a diffusion process, in a single species system, $\Omega_{x}=\{y \in \mathcal{L}:|x-y|=1\}$. You can see table (1) for a complete list of all models used here.

The transition rates of the Markov process for updating $\sigma$ to $\sigma(x, \omega)$ are denoted by $c(x, \omega ; \sigma)$. The corresponding generator is

$$
\begin{equation*}
L f(\sigma)=\sum_{x \in \mathcal{L}} \sum_{\omega \in \Omega_{x}} c(x, \omega ; \sigma)\left(f\left(\sigma^{(x, \omega)}\right)-f(\sigma)\right) \tag{77}
\end{equation*}
$$

The main idea behind the development of the Hierarchical Parallelization Algorithm for KMC relies on decomposition of the lattice $\mathcal{L}$ into non-overlapping sets $C_{k}, k=$ $1, \ldots, M$ so that,

$$
\begin{equation*}
\mathcal{L}=\bigcup_{k=1}^{M} C_{k}, \quad C_{i} \cap C_{j}=\emptyset, i \neq j \tag{78}
\end{equation*}
$$

The nature of the above decomposition will be specified in the process. Our strategy on developing a parallel algorithm involves the following inter dependent steps.

Step 1: Lattice decomposition given by (78)
Step 2: Generator decomposition of (77) based on (78)

| Model | $\Sigma$ | $\Omega_{x}$ | $c(x, \omega ; \sigma)$ | $\sigma^{(x, \omega)}$ |
| :---: | :---: | :---: | :---: | :---: |
| M1 | $\{0,1\}$ | $\{\emptyset\}$ | $c(x ; \sigma)$ | $\sigma^{x}(y)= \begin{cases}1-\sigma(x), & y=x \\ \sigma(y), & y \neq x\end{cases}$ |
| M2 | $\{1\}$ | $\{y \in \mathcal{L}:\|x-y\|=1\}$ | $c(x, y ; \sigma)$ | $\sigma^{(x, y)}(z)= \begin{cases}\sigma(z), & z \neq x, y \\ \sigma(x), & z=y \\ \sigma(y), & z=x\end{cases}$ |
| M3 | $\{0, \ldots, k\}$ | $\{0, \ldots, k\}$ | $c(x, k ; \sigma), k \in \Sigma$ | $\sigma^{(x, k)}(z)= \begin{cases}\sigma(z), & z \neq x \\ k, & z=y\end{cases}$ |
| M4 | $\{0, \ldots, k\}$ | $\{\omega=(y, k, l):$ <br> $\|y-x\|=1, y \in \mathcal{L}, k, l \in \Sigma\}$ | $c(x, y, k, l ; \sigma), k, l \in \Sigma$ | $\sigma^{(x, y, k, l)}(z)= \begin{cases}\sigma(z), & z \neq x, y \\ k, & z=y \\ l, & z=x\end{cases}$ |

Table 1: Various information for different models. The abbreviations M1, M2, M3 and M4 stands for diffusion (single species), adsorption/desorption, multicomponent reactions and multicomponent reactions involving neighboring sites respectively.

$$
\begin{align*}
L f(\sigma) & =\sum_{x \in \mathcal{L}} \sum_{\omega \in \Omega_{x}} c(x, \omega ; \sigma)\left(f\left(\sigma^{(x, \omega)}\right)-f(\sigma)\right) \\
& =\sum_{k=1}^{M} \sum_{x \in C_{k}} \sum_{\omega \in \Omega_{x}} c(x, \omega ; \sigma)\left(f\left(\sigma^{(x, \omega)}\right)-f(\sigma)\right) \\
& :=\sum_{k=1}^{M} L_{k} f(\sigma) \tag{79}
\end{align*}
$$

Here the generators $L_{k} f(\sigma), k=1, \ldots, M$, define the new Markov processes $\left\{\sigma_{t}^{k}\right\}_{t \geq 0}$ on the entire $\Lambda_{N}$.

## Remarks

Typically interactions are of nearest neighbor type, hence the update rates $c(x, \omega ; \sigma)$ depend on the configuration $\sigma$ only through $\sigma(x)$ and $\sigma(y)$ where $|x-y|=1$. Similarly the new configuration $\sigma^{(x, \omega)}$ may involve changes not only at $\sigma(x)$, but also at $\sigma(y),|x-y|=1$ (See examples 2-4). Thus the generator $L_{k}$ in (79) would update at most the lattice sites $y \in \bar{C}_{k}:=\left\{z:|x-z|=1, x \in C_{k}\right\}$.

Therefore, the processes $\left\{\sigma_{t}^{k}\right\}_{t \geq 0}$ and $\left\{\sigma_{t}^{k^{\prime}}\right\}_{t \geq 0}$ corresponding to $L_{k}$ and $L_{k^{\prime}}$ respectively are independent provided $\bar{C}_{k} \cup \bar{C}_{k^{\prime}}=\emptyset$ and they also have independent initial data.

Step 3: Rearranging the operator sum into sums of independent processes.
Typically due to short range interactions, the processes $\left\{\sigma_{t}^{k}\right\}_{t \geq 0}$ and $\left\{\sigma_{t}^{k^{\prime}}\right\}_{t \geq 0}$ are independent provided $\left|k-k^{\prime}\right|>1, C_{k}$ and $C_{k^{\prime}}$ are not nearest neighbors. Hence they can be simulated independently on separate processors.

Thus we want to group the sets $\left\{C_{k}\right\}_{k=1}^{M}$ in such a way that in each grouping all resulting all resulting processes are independent from each other and can be simulated in parallel. For instance in figure (10) we can consider the groupings of all odd strips


Figure 10: Typical decompositions of the $2 D$ lattice $\Lambda_{N}$, into coarse cells (right) and strips (left).
$O=\left\{C_{2 k-1}: k=1, \ldots, \frac{M+1}{2}\right\}$ and even strips $E=\left\{C_{2 k}: k=1, \ldots, \frac{M}{2}\right\}$ we rearrange $L f(\sigma)$ as

$$
\begin{align*}
L f(\sigma) & =L^{E} f(\sigma)+L^{O} f(\sigma) \\
& :=\sum_{k=1}^{\frac{M}{2}} L_{2 k} f(\sigma)+\sum_{k=1}^{\frac{M+1}{2}} L_{2 k-1} f(\sigma) \tag{80}
\end{align*}
$$

Due to short range interactions $\left\{\sigma_{t}^{2 k}\right\}_{t \geq 0}$ and $\left\{\sigma_{t}^{2 k^{\prime}}\right\}_{t \geq 0}, k \neq k^{\prime}$ are independent and similarly the processes corresponding to odd indexed sets.

## Step 4: Operator Splitting and communication

Based on the decomposition (80), we apply the Trotter formula as follows: first we recall that the corresponding semigroup (see [17]) $e^{L t}$ to the operator (generator) $L$ has the following meaning,

$$
\begin{equation*}
<e^{L t} \mu_{0}, f>=\mathbb{E}_{\mu_{0}} f\left(\sigma_{t}\right) \tag{81}
\end{equation*}
$$

where $\mu_{0}$ is the initial data distribution for the process $\left\{\sigma_{t}\right\}_{t \geq 0}$.
The Trotter product formula, formally (rigorously under suitably conditions on the operators) gives,

$$
\begin{equation*}
e^{L t}=\lim _{n \rightarrow \infty}\left[e^{L^{E \frac{t}{n}}} e^{L^{O} \frac{t}{n}}\right]^{n} \tag{82}
\end{equation*}
$$

The parallel scheme we propose here is based on the operator splitting approach stemming from (82) : to reach time $T$ we use $n$ deterministic steps of length $\Delta t=\frac{T}{n}$, where the solver corresponding to $L^{E}$ and $L^{O}$ are used in an alternating fashion.

The use of either $L^{E}$ and $L^{O}$ can be distributed on the processors in a parallel manner due to Step 3.

## Remarks

1. Similarly to the Lie approximation

$$
\begin{equation*}
e^{L \Delta t} \approx e^{L^{E} \Delta t} e^{L^{O} \Delta t} \tag{83}
\end{equation*}
$$

we may use the Strang splitting

$$
\begin{equation*}
e^{L \Delta t} \approx e^{L^{E} \frac{\Delta t}{2}} e^{L^{O} \Delta t} e^{L^{E} \frac{\Delta t}{2}} \tag{84}
\end{equation*}
$$

Spatial corrections and communications take place when we switch from the $L^{E}$ to $L^{0}$ and vice versa.
2. A key point in our method is that we do not rely on heuristic arguments for the communication between processors. Instead our splitting scheme algorithm relies on a Functional Analysis and Numerical Analysis perspective based on generators. As a result we have a a lot of flexibility in the decompositions which are based on selecting a convenient hierarchy $\left\{L_{k} f\right\}_{k=1}^{M}$. However our algorithm is not exact but approximate in $\Delta t$.
3. Our hierarchy of generators and domains can have additional levels in a tree-like structure, to account for hardware architecture such as multiple GPUs etc.


Figure 11: The domain for one processor with its ghost cells in the case of nearest neighbor interactions.

### 4.1.1 Choice of $\Delta t$

The choice of $\Delta t$ is crucial not only because it is related to the error but also because it is related to the communication of the processors. On the one hand we must keep it sufficient small, in order to have meaningful computations, and on the other hand we must maximize its value so we can have less communication and so fast simulations.

As a first approach the choice is driven by the mean value of the stochastic $\delta t$. We take this value for one cell and since the distribution of the particles is uniform on the lattice this is approximately the mean jump time for every cell. Then we choose $\Delta t=f \bar{\delta} t$, where $\bar{\delta} t$ is the mean of $\delta t$. Here the factor $f$ has the meaning of the mean number of jumps simulated on every cell.

In models were the particles concentration is not uniform (e.g. reaction models), this method has no meaning, since every cell has different mean jump times. In this case we have to decompose the domain again so every cell will have about the same mean jump time. This technique is explained in the section about work load balance.

### 4.2 Test cases

### 4.2.1 Exact solution comparison

In figure (11) you can see the comparison of the exact solution (20) with the Operator Splitting algorithm. Since this formula is obtained for $T \rightarrow \infty$ and $N \rightarrow \infty$ we chose large values of these variables for the simulation, $T=1000$ and $N=1000$. Then we average the mean magnetization in a single Markov chain that is already in equilibrium. In this simulation $\Delta t$ is chosen to be equal to 1 and even for this large value you can see good agreement with the reference solution.


Figure 12: Comparison of the autocorrelation function with the exact simulation algorithm and the solution obtained from the Operator Splitting algorithm with $\Delta t=1$.

### 4.2.2 Autocorrelation comparison

In this test we compute the autocorrelation function

$$
\begin{equation*}
\gamma(\tau)=\frac{\mathbb{E}\left[\left(X_{t+\tau}-\mu\right)\left(X_{t}-\mu\right)\right]}{\mathbb{E}\left[\left(X_{t}-\mu\right)^{2}\right]} \tag{85}
\end{equation*}
$$

where $\mu=\mathbb{E}\left[X_{t}\right]$ and $X_{t}$ is the mean coverage. Then we compare this function for the SSA and the Operator Splitting algorithm. This test gives us an estimate of the dynamics of the algorithm. We compute $15 \cdot 10^{6}$ samples of one Markov chain and then we compute the autocorrelation function. Finally we average over 500 different Markov chains in order to cancel the noise effects. Note that in this simulation the lag $(\tau)$ is real time and not number of samples. Again the results are in good agreement with the exact algorithm.


Figure 13: Comparison of the probability distribution function with the exact simulation algorithm and the solution obtained from the Operator Splitting algorithm with $\Delta t=1$ and $\Delta t=0.01$.

### 4.2.3 Probability distribution function comparison

In this final test we compare the experimental histogram, an approximation of the p.d.f., for the exact and the proposed algorithm. As you can see in figure (13) there is good agreement between the two algorithms. By these test we verify that the algorithm produces samples that have the same mean and variance with the samples obtained from SSA.

## APPENDIX

## A Hamiltonian transformation

Most solutions for the Ising model in bibliography, are provided for $\sigma \in\{-1,1\}$. Here we will present the transormation of the Hamiltonian from $\sigma \in\{-1,1\}$ to $\sigma \in\{0,1\}$. We will consider the case of finite range potential and we will denote by $N_{x}$ the set of all points in the latice that are considered neighboutrs of $x$.

Let $\tilde{\sigma} \in\{-1,1\}$ and $\tilde{H}$ the coresponding Hamiltonian,

$$
\begin{equation*}
\tilde{H}=-\tilde{J} \sum_{x \in \mathcal{L}} \sum_{y \in N_{x}} \tilde{\sigma}(y) \tilde{\sigma}(x)-\tilde{h} \sum_{x \in \mathcal{L}} \tilde{\sigma}(x) \tag{86}
\end{equation*}
$$

By substituting the relation

$$
\begin{equation*}
\tilde{\sigma}(x)=2 \sigma(x)-1, \quad \sigma \in\{0,1\} \tag{87}
\end{equation*}
$$

we get

$$
\begin{align*}
\tilde{H} & =-\tilde{J} \sum_{x \in \mathcal{L}} \sum_{y \in N_{x}}(2 \sigma(y)-1)(2 \sigma(x)-1)-\tilde{h} \sum_{x \in \mathcal{L}}(2 \sigma(x)-1)  \tag{88}\\
& =-4 \tilde{J} \sum_{x \in \mathcal{L}} \sum_{y \in N_{x}} \sigma(x) \sigma(y)+2 \tilde{J} \sum_{x \in \mathcal{L}} \sum_{y \in N_{x}} \sigma(y)+\sigma(x)-2 \tilde{h} \sum_{x \in \mathcal{L}} \sigma(x)+C  \tag{89}\\
& =-4 \tilde{J} \sum_{x \in \mathcal{L}} \sum_{y \in N_{x}} \sigma(x) \sigma(y)-\left(2 \tilde{h}-4 \tilde{J}\left|N_{x}\right|\right) \sum_{x \in \mathcal{L}} \sigma(x)+C \tag{90}
\end{align*}
$$

## B Duality between Master Equation and Generator

Some times it is more convenient to consider a different form of the Master equation

$$
\begin{equation*}
\frac{d P(x, t)}{d t}=\sum_{y \neq x} a(x, y) P(y, t)-a(y, x) P(x, t) \tag{91}
\end{equation*}
$$

where the probability density function is absent and is replaced by the mean value of an observable.

Consider a test function $f$ in $\mathbb{R}$ that takes values in the configuration space. Then

$$
\begin{aligned}
\frac{d \mathbb{E}[f(x)]}{d t} & =\sum_{x} f(x) \frac{d P(x, t)}{d t} \\
& =\sum_{x} \sum_{y \neq x} f(x) a(x, y) P(y, t)-\sum_{x} \sum_{y \neq x} f(x) a(y, x) P(x, t)
\end{aligned}
$$

Taking the first part of the right hand side,

$$
\begin{aligned}
\sum_{x} \sum_{y \neq x} f(x) a(x, y) P(y, t) & =\sum_{x}\left[\sum_{y} f(x) a(x, y) P(y, t)\right]-f(x) a(x, x) P(x) \\
& =\sum_{x} \sum_{y} f(x) a(x, y) P(y, t)-\sum_{x} f(x) a(x, x) P(x) \\
& =\sum_{y} \sum_{x} f(x) a(x, y) P(y, t)-\sum_{x} f(x) a(x, x) P(x) \\
& =\sum_{x} \sum_{y} f(y) a(y, x) P(x, t)-\sum_{x} f(x) a(x, x) P(x) \\
& =\sum_{x} \sum_{y \neq x} f(y) a(y, x) P(x, t)
\end{aligned}
$$

Finally the above ode becomes,

$$
\begin{aligned}
\frac{d \mathbb{E}[f(x)]}{d t} & =\sum_{x} \sum_{y \neq x} a(y, x)(f(y)-f(x)) P(x, t) \\
& =\mathbb{E}\left[\sum_{y \neq x} a(y, x)(f(y)-f(x))\right]
\end{aligned}
$$
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