Two-dimensional effects in Josephson junctions: Static properties
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We studied the dependence of the maximum tunneling current on external magnetic field for large area Josephson junctions with overlap boundary conditions. We used direct numerical solutions and developed a split Fourier mode method to study the electromagnetic behavior. The steady-state pattern consists of two terms, the first of which satisfies the in-line-like bias current boundary conditions and has zero fluxon content. The second is treated in a mode expansion in the y direction and only two terms are sufficient to reproduce the direct solution of the two-dimensional junction for widths up to 2π times the Josephson characteristic length.
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I. INTRODUCTION

The maximum tunneling current \( I_{\text{max}} \) through a Josephson junction depends on the strength of the external magnetic field, the junction geometry, and the type of boundary conditions [1]. Here, for simplicity we will consider rectangular junctions of length \( L \) and width \( W \), which can be classified as (a) short if \( L, W \ll \lambda_J \), (b) long if \( L \gg \lambda_J \gg W \), or (c) large if \( L, W \gg \lambda_J \). The parameter \( \lambda_J \) is the Josephson penetration depth, i.e., a characteristic length over which magnetic flux variation occurs in the junction. It depends on the critical tunneling current density \( J_0 \) as the inverse of the square root. In general \( L, W, \lambda_J \gg d_0, \lambda_L \), where \( d_0 \) is the oxide thickness in the barrier and \( \lambda_L \) is the London penetration depth in the superconducting films.

For small dimensions and/or low critical current densities, the external field produced by the junction can be neglected and the external field dependence of \( I_{\text{max}} \) gives the well known Fraunhofer-like diffraction pattern [2–4] for a uniform critical current density \( J_0 \). For a given shape of the junction the \( I_{\text{max}} \) vs \( H \) patterns are rather insensitive to various electrode configurations (reflected in the boundary conditions) as long as the junction dimensions are less than \( \lambda_J \).

For large current densities or \( L \gg \lambda_J \) the self-field created by the junction current influences strongly the field dependence of \( I_{\text{max}} \) according to the ratio \( L/\lambda_J \). For large length the junction exhibits a Meissner-like effect screening weak external magnetic fields to within the Josephson penetration length \( \lambda_J \) from the edges, due to internal currents [5–8]. For increasing external magnetic field, the junction behaves as a nonuniform one.

In some technological applications one must consider large area junctions, whose electromagnetic behavior is strongly affected by geometrical factors and boundary conditions. Even for narrow junctions it is useful to estimate the effect of the width. The perimeter of a junction always has a degree of nonuniformity which can increase with time (if the perimeter is exposed). Its effect (not easily estimated) is much more important in a narrow junction than in a wide junction, since the percentage of size of inhomogeneity is greatly reduced. It is also easier to pattern a specific profile for a variable width when the average junction width is not small. An interesting application for a wide junction is for nuclear radiation detection [14], making use at one end of the shaping of the junction as a wedge so fluxons created are directed and transmitted to an attached transmission line and the detector is returned to its equilibrium state. The understanding of large junction electrodynamics is important also for device applications. Due to the lack of analytic solutions [unlike the one-dimensional (1D) case], the direct numerical determination of the magnetic flux patterns is computationally intensive. Thus an approximate approach to the problem of current flow in junctions of various geometries has been discussed [9,10]. It uses a piecewise linear current phase relationship, i.e., \( J_\parallel \sim \Phi \) (instead of the Josephson relation), where \( \Phi \) is the phase difference of the superconducting order parameters in the superconducting films. While the model does not reproduce all the features of the spatial variation of \( \Phi(x,y) \) it can give some integrated properties and indications for the behavior for various geometries.

The various boundary conditions, in addition to determining the spatial patterns for the constant phase lines, can also influence some important parameters such as the maximum tunneling current. In calculations the simplest boundary conditions are those due to the in-line geometry where the pattern is one-dimensional even for a wide junction. The numerical procedure developed in [6] provides the dependence of \( I_{\text{max}} \) on \( H \) for arbitrary length. The overlap geometry, on the other hand, introduces two-dimensional patterns, when both external current and magnetic field are applied. For overlap narrow junctions (\( W \ll \lambda_J \ll L \)) one can develop an effective one-dimensional model where the magnetic field enters as a boundary condition on a perturbed sine-Gordon equation, with the external current acting as driving term [11].
In this paper we present a split Fourier mode (SFM) expansion method which, without increase in computational effort, can accurately describe the static properties of a relatively wide \( (W/\lambda_J < 2\pi) \) junction. In fact, it gives good agreement with the results of direct numerical solution (also presented here) of the two-dimensional problem with the overlap boundary conditions. The procedure gives the possibility to study even very wide junctions by including several terms in the expansion.

In Sec. II we present the split Fourier mode method which captures the dominant variations in the \( x \) and \( y \) directions that are caused by the magnetic field and the external current, respectively. The coupling between \( x \) and \( y \) is treated in a mode expansion. In Sec. III we derive a reduced model where only two modes are kept, transforming thus the 2D partial differential equation (PDE) problem to the solution of a system of three ordinary differential equation (ODE) problems, one of which is uncoupled. In Sec. IV we discuss the magnetic flux and introduce the notion of \( x \)- and \( y \)-direction fluxon content. In Sec. V we present the numerical results and compare them with the direct solution of the 2D problem, and in the final section we summarize our results.

II. 2D MODEL

We consider a two-dimensional Josephson junction which consists of two superconducting metal plates (parallel to the \( x-y \) plane) separated by a thin oxide layer [Fig. 1(a)]. The electromagnetic behavior of such a system is governed by Maxwell’s equations coupled with the Josephson equation

\[
J_z(x,y) = J_0 \sin \Phi(x,y)
\]

for the tunneling supercurrent density through the oxide layer. In Eq. (1) \( \Phi(x,y) \) is the phase difference of the order parameters in the two superconductors, and the constant \( J_0 \) is the maximum Josephson current density. In general \( J_0 \) depends on material and geometry parameters and can be space dependent.

If the thickness \( d_0 \) of the oxide layer is small as compared with the London penetration depths in the two superconducting films \( \lambda_1 \) and \( \lambda_2 \), a two-dimensional approach to this problem is quite satisfactory [1] and it can be reduced to the two-dimensional sine-Gordon equation

\[
-\Phi_{tt} + \nabla^2 \Phi = \sin \Phi + \beta \Phi_t,
\]

where the unit of length is the Josephson penetration length \( \lambda_J = \sqrt{\hbar/2eJ_0d_0} \), with \( d = \lambda_1 + \lambda_2 + d_0 \) and \( \mu_0 \) the permeability of vacuum. The unit of time is the inverse of the plasma frequency \( \omega_p = (2eJ_0/\hbar)^{1/2} \), \( C \) being a capacity between superconducting layers. The last term in the right-hand side of Eq. (2) represents dissipative effects due to quasiparticle tunneling with the McCumber parameter \( \beta = (\hbar/2eRJ_0)\omega_p \), where \( R \) is an effective normal resistance. In the following all lengths are scaled to \( \lambda_J \) so that the junction dimensions are \( \ell = L/\lambda_J \), \( w = W/\lambda_J \), while we also define dimensionless magnetic field and current correspondingly as

\[
\mathcal{H}_c = \frac{2\mu_0ed\lambda_J}{\hbar}H_c, \quad I = \frac{2\mu_0ed}{\hbar}I_0.
\]

The relation between the effective magnetic field \( \mathcal{H}_c \) and the phase difference \( \Phi \) is given by

\[
\mathcal{H}_c = -(\mathbf{\hat{z}} \times \mathbf{\nabla} \Phi),
\]

where \( \mathbf{\hat{z}} \) is the unit vector normal to the junction plane.

The boundary conditions for Eq. (2) are obtained from Eq. (3) and have the form

\[
\mathbf{n} \cdot \mathbf{\nabla} \Phi|_C = \mathbf{n} \cdot [\mathbf{\hat{z}} \times (\mathcal{H}_c + \mathcal{H}_t)]|_C,
\]

where \( \mathbf{n} \) is the outward normal to the boundary of the junction region \( C \). In Eq. (4) \( \mathcal{H}_t \) is an external dimensionless magnetic field and \( \mathcal{H}_c \) is the magnetic field caused by a current passing through the junction. In what follows the external magnetic field \( \mathcal{H}_c \) is assumed to be directed along the \( y \) axis. In the case of a rectangular junction [Fig. 1(a)] of normalized length \( \ell \) and width \( w \) (\( \ell > w \)), the boundary conditions (4) for the overlap geometry may be written [10] in the form

\[
\frac{\partial \Phi}{\partial x} \bigg|_{x = \pm \ell/2} = \mathcal{H}_c, \tag{5a}
\]

\[
\frac{\partial \Phi}{\partial y} \bigg|_{y = \pm w/2} = \pm \frac{I}{2\mathcal{I}}, \tag{5b}
\]

where \( I \) is the normalized total bias current through the junction. In Fig. 1(b) we show the boundary conditions for the 2D equation for \( \Phi(x,y) \) corresponding to the overlap geometry.

In the general case Eq. (2) under the boundary conditions (5) can only be solved numerically. At the same time the
inequality \( w \ll / \) in the case of a narrow junction suggests separating transversal and longitudinal modes and using a Galerkin-type method to solve the problem. To this end we first consider the auxiliary problem of the 1D Josephson junction

\[
\frac{d^2 \Phi_0(y)}{dy^2} = \sin \Phi_0(y),
\]

with the in-line boundary condition at zero external magnetic field, i.e.,

\[
\frac{d \Phi_0}{dy} \bigg|_{y=\pm w/2} = \pm \frac{I}{2Z},
\]

The solution of this problem is well known (see Refs. [1,6]) and can be expressed in terms of Jacobi elliptic functions as

\[
\sin \Phi_0 = 2 \sqrt{mm_1} \sin(y|m) \cos(y|m),
\]

\[
\frac{d \Phi_0}{dy} = 2 \sqrt{mm_1} \cos(y|m),
\]

where \( pq(y|m) \) with \( (p,q=s, c, d, n) \) are Jacobi elliptic functions with modulus \( m \) \((m_1 = 1 - m) \) is the complementary modulus) [12]. The period of the solution is \( 4K(m) \), where \( K(m) \) is the complete elliptic integral of the first kind. The modulus \( m \) can be obtained from the boundary condition (7)

\[
2 \sqrt{mm_1} \cos(y|m) = \frac{I}{2Z}.
\]

If \( m \) is close to unity Eq. (10) simplifies to

\[
m \approx 1 - \left( \frac{I}{2Z} \right)^2 \frac{1}{4} \frac{1}{\sinh^2(w/2)}.
\]

Now, a solution of the form

\[
\Phi(x,y,t) = \Phi_0(y) + \Psi(x,y,t)
\]

reduces Eqs. (2) and (5) to

\[-\Psi_{tt} - \beta \Psi_t + \nabla^2 \Psi = \sin[\Phi_0(y) + \Psi(x,y)] - \sin[\Phi_0(y)].
\]

\[
\frac{\partial \Psi}{\partial x} \bigg|_{x=\pm \sqrt{2} / 2} = \mathcal{H}_e, \tag{13a}
\]

\[
\frac{\partial \Psi}{\partial y} \bigg|_{y=\pm w/2} = 0. \tag{13b}
\]

The solution of Eq. (2) under the boundary conditions (5) must be a symmetric function of the transversal variable \( y \). It can be shown that the function \( \Psi(x,y,t) \) from Eq. (11) must also be symmetric in \( y \) due to the symmetry of the boundary conditions. Therefore taking into account the boundary conditions (13a) we can represent the function \( \Psi(x,y,t) \) by a Fourier series which satisfies the boundary condition (13b),

\[
\Psi(x,y,t) = \sum_{n=0}^{\infty} A_n(x,t) \cos \frac{2\pi ny}{w}, \tag{14}
\]

where the coefficients \( A_n(x,t) \) are determined by the usual projection. Substituting Eq. (14) into Eqs. (12) and (13b) and using the notation \( \partial_x = \partial/\partial x \) we get

\[
-\partial_x^2 A_n(x,t) - \beta \partial_t A_n(x,t) + \partial_x^2 A_n(x,t) - \left( \frac{2\pi n}{w} \right)^2 A_n(x)
\]

\[
= \sum_{n=0}^{\infty} A_n(x,t) \cos \frac{2\pi ny}{w} \left( \sin \Phi_0(y) + \sum_{n=0}^{\infty} A_n(x,t) \cos \frac{2\pi ny}{w} \right) - \sin \Phi_0(y)
\]

\[
\partial_x A_n \left( \pm \frac{\sqrt{2} }{2}, t \right) = \delta_{n0} \mathcal{H}_e, \quad n = 0, 1, 2, \ldots, \tag{16}
\]

where \( \delta_{n0} \) is the Kronecker delta.

It is interesting to remark here that in the absence of dissipation \( (\beta = 0) \) Eqs. (15) and (16) can be obtained by minimizing the Lagrangian functional

\[
E = \int_{-\sqrt{2}/2}^{\sqrt{2}/2} \left[ \sum_{n} \left[ 1 + \delta_{n0} \left\{ - \left( \partial_t A_n \right)^2 + \left( \partial_x A_n \right)^2 \right\} \right] + \left( \frac{\pi n}{w} \right)^2 \left[ A_n^2 - S_n A_n \right] \right] + 2 \mathcal{H}_e A_0(x) \left[ \delta \left( x + \frac{\sqrt{2} }{2} \right) - \delta \left( x - \frac{\sqrt{2} }{2} \right) \right] - F\left( \{ A_n \} \right), \tag{17}
\]

where

\[
F\left( \{ A_n \} \right) = \frac{1}{w} \int_{-w/2}^{w/2} dy \sin \Phi_0(y) + \sum_{n=0}^{\infty} A_n(x,t) \cos \frac{2\pi ny}{w}, \tag{18}
\]

and where the abbreviation

\[
S_n = \frac{1}{w} \int_{-w/2}^{w/2} dy \sin \Phi_0(y) \cos \frac{2\pi ny}{w} \tag{19}
\]

was used.

It is seen from Eq. (15) that only the modes with \( n \leq N = \lfloor w/2\pi \rfloor \) \( (\lfloor x \rfloor \) is the integer part of the number \( x \) \) have an influence on the properties of the junction. The modes with large \( n \) give contributions which decrease as \( n^{-2} \). In what follows we will consider the properties of not very wide junctions and will assume that \( w \ll 2\pi \). Thus we can neglect all modes with \( n \geq 2 \) and take into account only the modes with \( n = 0 \) and \( n = 1 \). Moreover, when \( w \ll 2\pi \) we have \( A_1(x,t) < A_0(x,t) \). Therefore we shall neglect effects caused by nonlinear interactions of the \( n = 1 \) mode and will take into account nonlinear properties of the mode \( n = 0 \) as well as the coupling between both these modes. This allows us to write Eq. (18) as
$$F(A_0, A_1) = \frac{1}{w} \int_{-w/2}^{w/2} dy \, \cos \left( \Phi_0(y) + A_0 + A_1 \cos \frac{2 \pi y}{w} \right)$$

$$= -C_0 \cos A_0 + S_0 \sin A_0$$

$$+ (S_1 \cos A_0 + C_1 \sin A_0) A_1$$

$$+ \frac{1}{2} (C_2 \cos A_0 - S_2 \sin A_0) A_1^2,$$

(20)

where

$$C_n = \frac{1}{w} \int_{-w/2}^{w/2} dy \, \cos[\Phi_0(y)] \cos \frac{2 \pi n y}{w}.$$  

From Eqs. (15), (17), and (20) we obtain that the amplitudes $A_0(x,t)$ and $A_1(x,t)$ are governed by the equations

$$-\partial_t^2 A_0 - \beta \partial_x A_0 + \partial_x^2 A_0 = C_0 \sin A_0 + S_0 \cos A_0$$

$$+ (C_1 \cos A_0 - S_1 \sin A_0) A_1$$

$$- \frac{1}{2} (C_2 \sin A_0 + S_2 \cos A_0) A_1^2 - S_0,$$

(22)

$$-\partial_t^2 A_1 - \beta \partial_x A_1 + \partial_x^2 A_1 = \left( \frac{2 \pi}{w} \right)^2 A_1 + 2 (C_1 \sin A_0 + S_1 \cos A_0) A_1$$

$$+ (C_2 \cos A_0 - S_2 \sin A_0) A_1 - S_1,$$

(23)

under the boundary conditions

$$\partial_x A_0(x, t) \big|_{x = \pm w/2} = \mathcal{H}_e,$$

(24a)

$$\partial_x A_1(x, t) \big|_{x = \pm w/2} = 0.$$

(24b)

Equations (22)–(24) give an effective description of the electrodynamics of a long overlap geometry Josephson junction. It is worth noticing that to describe static and dynamic properties for the overlap boundary conditions a perturbed one-dimensional sine-Gordon equation has been used in the form

$$\Phi_{xx} - \Phi_{tt} = \sin \Phi + \beta \Phi_t - \frac{I}{J_0 \sqrt{w}}.$$  

(25)

Eilbeck et al. in Ref. [13] represented a solution of Eq. (2) in the form (11) with $\Phi_0(y) = (I/w J_0)(y^2/2)$ and assuming that $(1/8) (J_0/w J_0) \ll 1$ they derived the effective equation (25). In a recent paper Pagano et al. [14] proposed an approximate averaging procedure, in the framework of which it was postulated that

$$\frac{1}{w} \int_{-w/2}^{w/2} dy \, \sin \Phi(x, y, t) \approx \sin \left( \frac{1}{w} \int_{-w/2}^{w/2} dy \, \Phi(x, y, t) \right)$$

and the two-dimensional problem was reduced to an effective one-dimensional one. We shall show below that an effective one-dimensional approach to the long overlap Josephson junction based on Eq. (25) is valid only for narrow enough junctions ($w \ll 2$), while our approach based on the set of Eqs. (22) and (23) gives a good agreement with the results of two-dimensional numerical simulations in the whole interval for the width $0 < w < 2 \pi$, and the SFM offers the possibility to extend to larger widths by including more terms from the expansion in (14).

### III. Static Solutions in the Overlap Geometry

The static properties of the junction are described by the solutions of Eqs. (22)–(24) when the time derivatives are neglected so that $A_0(x)$ and $A_1(x)$ are functions of $x$ only. Denoting derivation with $x$ by a prime we have

$$A_0' = C_0 \sin A_0 + S_0 \cos A_0 + (C_1 \cos A_0 - S_1 \sin A_0) A_1$$

$$- \frac{1}{2} (C_2 \sin A_0 + S_2 \cos A_0) A_1^2 - S_0,$$

(26)

$$A_1' = \left( \frac{2 \pi}{w} \right)^2 A_1 + 2 (C_1 \sin A_0 + S_1 \cos A_0) A_1$$

$$+ (C_2 \cos A_0 - S_2 \sin A_0) A_1 - S_1,$$

(27)

under the boundary conditions

$$A_0' \big|_{x = \pm w/2} = \mathcal{H}_e,$$

(28a)

$$A_1' \big|_{x = \pm w/2} = 0.$$  

(28b)

It is seen from Eqs. (26) and (27) that the longitudinal properties of the junction described by the amplitudes $A_0(x)$ and $A_1(x)$ depend on the coefficients $C_n$ and $S_n$, which are determined by the transversal characteristics of the junction. Equation (26) reduces to the effective 1D model [11] if we set $A_1 = 0$, $C_0 = 1$, and neglect the term $S_0 \cos A_0$.

When there is no external magnetic field ($\mathcal{H}_e = 0$) Eqs. (26) and (27) have a trivial solution $A_0 = A_1 = 0$. In this case the problem is reduced to the 1D one and the current and magnetic field distributions are described by Eqs. (8) and (9). The maximum current that goes through the barrier can be obtained from Eq. (10). In the interval of widths under consideration ($w \ll 2 \pi$) the function $sd((w/2)|m)$ is positive and for any $m$ in the interval $[0, 1]$ the current $I$ is a nonmonotonic function of the modulus $m$ with a single maximum at $m^*$. The position of $m^*$ depends on the width of the junction. When $w \ll 2$, $m^* \approx \frac{1}{2}$ and $I_{\text{max}}(\mathcal{H}_e = 0) = 2 / w$. When $w$ is near $2 \pi$ we have $m^* = 8 \cos^2 w + 16 \cosh w^{-1/2}$ and $I_{\text{max}}(\mathcal{H}_e = 0) = 4 / w$.

For finite $\mathcal{H}_e$ we must also solve the set of Eqs. (26) and (27) with the boundary conditions (28). In the framework of our approach, the reason the maximum current which flows through the barrier depends on the external magnetic field $\mathcal{H}_e$ can be clarified if we consider simultaneously both equations for $\Phi_0(y)$ and $A_0(x)$ neglecting for simplicity $A_1(x)$. The external current $I$ determines $\Phi_0(y)$ through its boundary condition (10) in which the external magnetic field $\mathcal{H}_e$ does not enter directly. It enters, however, in the equation for $A_0$ whose solution is not guaranteed for any external current, but for a given magnetic field $\mathcal{H}_e \neq 0$. Equation (26) gives a stable solution only up to a maximum value in the external current which depends on the external magnetic field. The
variation of $I_{\text{max}}$ near $H_e \approx 0$ with the external magnetic field can be estimated for narrow junctions ($w < 2$). For small $H_e$, the amplitude $A_0(x)$ is expected to be small and $A_1(x) \approx A_0(x)$. Therefore we can set $A_1(x) = 0$, and, expanding the trigonometric functions in Eq. (30), we can write a simple equation for $A_0(x)$ which can be solved analytically. Using some analytic techniques we obtain the inequality (see Appendix A)

$$I^2 \leq I^2_{\text{max}}(H_e = 0) \left[ 1 - \left( \frac{T H_e}{\tilde{H}_w} \right)^4 \right]. \quad (29)$$

Thus at finite $H_e$ the maximum current will decrease with increasing magnetic field. An analytic solution of Eqs. (26)–(28) for a general $H_e$ cannot be obtained. The above procedure shows that for small $w$ and $H_e$ the amplitude $A_1$ can be neglected, because as seen from Eq. (27) $A_1 \sim w^2 C_A A_0$, and the contribution of $A_1$ to the equation for $A_0$ is $\sim w^2 C^2_A A_0 \ll C_0 A_0$. For large $w$, one must solve the set of Eqs. (26)–(28) numerically as presented below along with a comparison with the results of two-dimensional numerical simulations.

**IV. FLUX CONTENT OF 2D SOLUTIONS**

In a 1D junction (very narrow and in-line boundary conditions) the magnetic field can be characterized by the fluxon content (in units of the basic quantum of flux $\phi_0 = h/2e$), which increases with the magnetic field. Due to the sinusoidal nonlinearity of the Josephson term in the sine-Gordon equation the magnetic flux is a multiple valued function of the external magnetic field [1]. For a very short junction, where one obtains the characteristic Fraunhofer pattern for the maximum tunneling current, $I_{\text{max}}(H_e)$ is a single valued function where the maximum current vanishes when exactly a multiple number of flux quanta penetrate the junction along and normal to the long dimension. This creates a sequence of branches labeled $(n \rightarrow n+1)$ branches, signifying that the magnetic flux content is between $n$ and $n+1$ fluxons. At the same time the maximum tunneling current (due to nonlinearity) is a nonmonotonic function of the external magnetic field. For a long junction there is an overlap between the different branches.

For a 2D junction, even when the external field is along one dimension, the magnetic field pattern is not one dimensional, so that it is necessary to define the flux penetration along both dimensions. Thus according to Eq. (3) the effective magnetic field $\tilde{\mathcal{H}}$ is a two-dimensional vector in the plane of the barrier

$$\tilde{\mathcal{H}} = (\partial_x \Phi, -\partial_y \Phi, 0). \quad (30)$$

The magnetic fluxes in units of the quantum of flux $\phi_0$ that penetrate the junction along the two directions are

$$N_x = \frac{1}{2\pi} \int_{-w/2}^{w/2} dy \, \int_{-d/2}^{d/2} dz \, H_x = \frac{1}{2\pi} \int_{-w/2}^{w/2} dy \, \partial_y \Phi$$

$$= \frac{1}{2\pi} \left[ \Phi(x, w/2) - \Phi(x, -w/2) \right]. \quad (31a)$$

and

$$N_y = \frac{1}{2\pi} \int_{-\ell/2}^{\ell/2} dx \, \int_{-d/2}^{d/2} dz \, H_y = \frac{1}{2\pi} \int_{-\ell/2}^{\ell/2} dx \, \partial_x \Phi$$

$$= \frac{1}{2\pi} \left[ \Phi(-x, w/2) - \Phi(-x, -w/2) \right]. \quad (31b)$$

Note that the fluxon content $N_x$ is a function of $x$ and $N_y$ is a function of $y$.

We should remark that due to the boundary conditions considered here, the function $\Phi(x, y)$ is a symmetric function of $y$ so that $N_y = 0$. If one neglects the term with $A_1$ then $N_y$ is independent of $y$. This is the case when $w < 2$ even though the field is two dimensional. In that case we have an effective separation of the $x$ and $y$ dependencies in the function $\Phi(x, y) = \Phi_0(y) + A_0(x)$. If, however, higher terms are needed in the expansion of (13), then the $y$-direction fluxon content is a function of $y$.

**V. NUMERICAL RESULTS**

The numerical solution of our quasi-one-dimensional model can be divided into two separate problems. The first involves the determination of $\Phi_0(y)$ from Eqs. (6) and (7) following the procedure in [6]. It gives the dominant variation of $\Phi(x, y)$ in $y$, since it takes into account the external current which gives the gradient of the phase difference along $y$. The second step is the numerical solution of the set of coupled nonlinear equations (26) and (27) with (28) for the modal amplitudes $A_0$ and $A_1$. For the geometries considered here $A_0$ along with $\Phi_0(y)$ are sufficient to reproduce the spatial variation of $\Phi(x, y)$. The results can be compared with the direct numerical solution of the time independent form of Eq. (2) with the overlap boundary conditions (5). For this purpose we used the Newton iterative method

$$\nabla^2 \Phi^{(i)} - \cos(\Phi^{(i-1)}) \Phi^{(i)} = \sin(\Phi^{(i-1)})$$

$$- \cos(\Phi^{(i-1)}) \Phi^{(i-1)}, \quad (32)$$

which has been analyzed in detail in [15]. This algorithm converges quadratically so that the norm of the difference between two successive iterates goes to zero in about five iterations. The main difficulty in the procedure comes from the choice of the initial guess which should be close enough to the solution. To obtain the $I_{\text{max}}(H_e)$ curve, we have started from the well known situation where $H_e$ is very small, and the solution is close to $\pi/2$ so that the current is close to the maximum. We have then increased the current up to the point where the iteration (32) does not converge and then proceeded to bisect between these values to find the critical current. The magnetic field is then increased, and using the solution for the previous value of $H_e$ and $I$, we find the maximum current for this value of $H_e$ by stepping and bisecting. For this to work, it is essential that the steps in $I$ and $H_e$ are close and small, and we took them to be a few percent. The whole procedure was implemented very efficiently using the ELLPACK software [16]. The typical number of mesh points used was about $80 \times 60$ so that one iteration took about 5 s on an IBM RS 6000 and the whole 0-1 fluxon branch could be obtained in about 12 h CPU time.
The one-dimensional static sine-Gordon Eq. (6) and the equations for the modal amplitudes \((A_0, A_1)\) were solved using MATLAB following the same approach, except that for the latter a bisection on \(m\) was used for large currents (near \(\mathcal{H}_c = 0\)) because of the difficulty in inverting Eq. (10). The number of mesh points was chosen to be 150 and the current tolerance for the bisection 10\(^{-2}\).

In the SFM method the solution for \(\Phi_0(y)\) is given in the form of elliptic functions with the modulus \(m\) \((0 < m < 1)\), which is determined from the boundary condition (10) for the external bias current. In general, this equation for a given \(\mathcal{I}\) must be solved numerically. The left-hand side of (10) as a function of \(m\) depends strongly on the junction width \(w\), as is seen in Fig. 2. For the values of \(w\) considered here \(\mathcal{I}(m)\) has a single maximum at \(m = m^*\) and for a given bias current there are two possible values in \(m\) that satisfy (10). From these only the one at the right of \(m^*\) corresponds to a stable solution. Here we should remark that, when we neglect the \(x\) dependence, all \(m > m^*\) give stable solutions, and for a finite magnetic field this interval is reduced to \(m > m_1 > m^*\) as discussed above. To the value of \(m_1\) corresponds the maximum possible current for the particular value of the external magnetic field. As seen in Fig. 2, for large \(w\) (but \(w < 2\pi\)) the part of the curve above \(m^*\) becomes very steep near \(m \approx 1\) so that the elliptic functions become hyperbolic-like. The class of solutions for \(\Phi_0(y)\) has zero fluxon content, and is at the beginning of the \((0 \rightarrow 1)\) branch, since in (10) no magnetic field is included. We mention that for even larger \(w\) [where more modal terms in (14) are needed] the function \(\mathcal{I}(m)\) becomes oscillating with more maxima, but still only the region to the right of the last maximum very close to \(m \approx 1\) is physically relevant.

Once \(m\) is determined and using the expression for \(\Phi_0(y)\) we can evaluate the coefficients \(C_n\) and \(S_n\) which enter in the ODE’s for \(A_0(x)\) and \(A_1(x)\). Thus the approximation to \(\Phi(x,y)\) is obtained numerically. In Fig. 3 we plot, for a junction width of \(w = 1\), the constant phase lines for values of \(\mathcal{I}\) corresponding to the maximum possible bias current at three values of \(\mathcal{H}_c = 0.1, 1.0, 1.9\) correspondingly. In this and the following calculations the junction length is \(L = 10\). The top pattern is for \(\mathcal{H}_c = 0.1\) with \(I_{\text{max}}\) near its maximum (at \(\mathcal{H}_c = 0\)). Increasing \(\mathcal{H}_c\) causes the junction to act as a nonuniform barrier due to applied or internal current magnetic field penetration. This is reflected in the decreased curvature as we go down in Fig. 3 from (a) to (c). In Fig. 3(a) the phase is centered around \(\Phi = \pi/2\), ranging from 1 in the center of the left edge to 1.95 at the corners of the right edge, so that \(\sin \Phi\) is significant. The phase change along a fixed \(y\) value is about 0.7, implying a fluxon content \(N_y \approx 0.1\) which is independent of \(y\) and is small as expected. In Fig. 3(b) for the increased \(\mathcal{H}_c = 1.0\) we introduced almost half a fluxon with \(N_y = 0.42\). Notice that the constant phase line spacing is different in the three figures 0.039 in (a), 0.122 in (b), and 0.225 in (c). In Fig. 3(c) the \(\mathcal{I}\) (the maximum for \(\mathcal{H}_c = 1.9\)) is very small since we have introduced almost one fluxon with \(N_y = 0.8\). At \(\mathcal{H}_c = 2\) the solution is the same as for the 1D in-line geometry since \(I_{\text{max}}(\mathcal{H}_c = 0) = 0\) and a whole fluxon has penetrated the junction.

In Fig. 4 we study the effect of the junction width \(w = 4, 6, 10\) on the phase pattern at a constant external magnetic field \(\mathcal{H}_c = 1\). In all three cases the contour spacing is fixed at \(\Delta \Phi = 0.167\). Thus taking into account the scaling of

\[
\mathcal{I}(m) \text{ from the left-hand side of Eq. (10) for three values of } w = 1, 4, 6.
\]

\[
\text{FIG. 3. Contour plots for the phase } \Phi(x,y) \text{ for a junction with } L = 10, \mathcal{H}_c = 1, \text{ and three values of (a) } w = 4 \text{ (top), (b) } 6 \text{ (middle), (c) } 10 \text{ (bottom).}
\]

\[
\text{FIG. 4. Contour plots for the phase } \Phi(x,y) \text{ for a junction with } L = 10, \mathcal{H}_c = 1, \text{ and three values of (a) } w = 4 \text{ (top), (b) } 6 \text{ (middle), (c) } 10 \text{ (bottom).}
\]
the junction dimensions we see that the gradient along $y$ is slightly increasing as we go from $~a$ to $~c$, implying a slightly higher current. In the center there is a relatively large area where the phase is slowly varying near $\Phi=0$ since for weak fields the penetration is along the perimeter. The minimum of the phase is at the center of the left edge while the maximum is at the right edge corners where there are strong variations in the phase since the external magnetic field and bias current act additively. A clearer indication of this is in Fig. 5, where we give a 3D plot of the tunneling current distribution along the barrier interface. The fluxon content for the three curves is $N_y=0.36,0.4,0.46$ correspondingly reflecting the small increase in the maximum current.

In Fig. 6 we plot the functions $\Phi_0(y)$, $A_0(x)$, and $A_1(x)$ for a junction of width $w=4$ and three values of the external magnetic field $H_e=0.1,1.0,1.95$. The current is chosen at its maximum value for the corresponding external field. The fluxon content $N_y$ is essentially determined from $A_0$ and we see that it changes from $N_y=0.1,0.5,0.98$. Notice that the scale for $A_1$ is enlarged by a factor of 20. Thus in all three cases $A_1$ is small and the fluxon content can only weakly depend on $y$. For the case $H_e=1.95$ we see that the function $\Phi_0(y)$ along with $A_1(x)$ almost vanish (they are zero for $H_e=2.0$). The solution for the phase is simply $A_0(x)$ being clearly 1D since the current is near zero. At $H_e=0.1$ the modal amplitudes are quite small, as expected.

In Fig. 7 we compare the phase line pattern (with fixed contour levels as in Fig. 4) for the case $H_e=1$ [top plot Fig. 3(a)] using the 2D solution and that obtained from the SFM method by setting $A_1=0$ in Eq. (26) (top figure), and with $A_1$ included (bottom) in Eqs. (26) and (27). The basic structure is the same in all three cases, with only minor differences, which are compounded by the contour fitting procedure. The main difference is in the right edge of the junction where the phase varies significantly and the term $A_1$ should be included. The plot including both modal amplitudes is in good agreement with that obtained with the direct numerical solution of the 2D problem.

In Fig. 8 we plot the maximum tunneling current as a function of $H_e$ for five values of junction width $w=1,2,3,4,6$. The solid line is the result of the direct solu-

---

**FIG. 5.** 3D plot of the tunneling current distribution $\sin \Phi(x,y)$ for $H_e=1$ and $w=4$.

**FIG. 6.** Plots of the functions $\Phi_0(y)$ (left), $A_0(x)$ (middle), and $A_1(x)$ (right) for a wide junction $w=4$ and (a) $H_e=0.1$ (top), (b) $1$ (middle), (c) 2 (bottom).
tion of the 2D sine-Gordon equation using ELLPACK. The dashed lines are the results of the 1D model as discussed in [11] and the points (different symbols for each \( w \)) are the results of our SFM model. We see that all three models give almost identical results for \( w = 1 \) and \( w = 2 \), implying that the use of the 1D model is adequate. Again all three models are in good agreement for all \( w \) near the right end of the \((0\rightarrow1)\) branch, where the slope increases linearly with \( w \). This is due to the vanishing of the maximum current and the boundary conditions are in line (1D), and near \( H_c = 2 \) it is the external magnetic field that dominates the pattern and its effect will be proportional to the junction width. The 1D model, however, deviates significantly from \( w = 3 \) and on, especially near \( H_c = 0 \). This is the point, though, where our method gives the exact result, since at \( H_c = 0 \) we have \( A_0 = A_1 = 0 \), and the current enters as in-line boundary condition along the \( y \) direction, which gives our function \( \Phi(y) \). In fact, up to \( w = 4 \) the SFM gives accurate results, and in fact the accuracy is not changed much if we neglect \( A_1 \). The approach deviates only slightly even for the relatively large \( w = 6 \), above which higher modes may have to be included. For larger \( w \) the maximum current saturates in analogy with the corresponding effect in the 1D case [6]. We must stress that the significantly improved accuracy is obtained at no extra computational cost from the 1D model, especially when \( A_0 \) is sufficient to describe the spatial pattern. Of course the inclusion of \( A_1 \) automatically checks the convergence. Actually it can be seen from Eqs. (26) and (27) that \( A_1 \) enters as the square in the equation for \( A_0 \) with a small coefficient in front of it, while from (27) it is seen that it is important only if \( w/2\pi \approx 1 \). It was verified that using only \( A_0 \) changes the \( I_{\text{max}} \) slightly for \( w \leq 3 \).

VI. CONCLUDING REMARKS

In this paper we developed a split Fourier mode method to study the static and dynamic properties of large area Josephson junctions with overlap boundary conditions. The method relies on separating out of the phase field the part \( \Phi_y(y) \) that satisfies the external current boundary conditions. The rest is expanded in a Fourier series in \( y \) with the proper symmetry, whose dominant term \( A_0(x) \) is \( y \) independent. The coupling between the \( x \) and \( y \) directions is included in a systematic way, but for the dimensions considered the first two terms in the expansion are sufficient. We explicitly demonstrated how the bias current enters as a driving term in the effective 1D model that was introduced intuitively in [17]. We performed numerical calculations using the SFM and the direct solution of the 2D problem and demonstrated that the effective 1D model is a good approximation for \( w \leq 2 \) while our model with only two terms is quite accurate at least up to \( w = 6 \), reproducing not only global properties but also the complicated two-dimensional pattern. In this paper we concentrated on the first branch with \((0,1)\) fluxon content where the 2D effects are strongest. The other branches that correspond to higher magnetic field with low bias currents are almost 1D-like. Some difference is of course expected in the peaks of the other branches.

For the first branch the commonly used 1D model gives a reasonable agreement up to \( w = 2 \) while there are noticeable differences in the \( I_{\text{max}} \) for \( w > 3 \). We also see a saturation effect with increasing \( w \) (near \( w = 6 \)) which is related to the similar effect in [6] at zero external magnetic field. In fact, the upper value of \( I_{\text{max}} \) at \( H_e = 0 \) is easily obtained since we have in-line boundary conditions along \( y \), and the lowest point (with \( I_{\text{max}} = 0 \) and \( H_e = 2 \)) satisfies in-line boundary conditions along \( x \).

We introduced the notion of fluxon content in the \( x \) or \( y \) direction, which corresponds to the magnetic flux through the boundaries normal to the \( x \) or \( y \) direction and is a function of \( y \) and \( x \) correspondingly. For the boundary conditions considered \( N_y = 0 \) and \( N_x \) is the equivalent of the fluxon content in 1D for a long junction. Here, however, it is slightly dependent on \( y \) for \( w > 3 \) due to the internal self-magnetic-field.

The above calculations can be of relevance to direct measurements of the Josephson supercurrent distribution in large area tunneling junctions by means of low temperature scanning electron microscopy (LTSEM) [18]. It is very easy to reproduce also the boundary conditions and the form of criti-
cal current inhomogeneity to fit a particular experimental design. On the other hand, the maximum current at a given \( \mathcal{H}_c \) is a quantity of interest for design purposes. The effect of the width on the dynamical behavior of the large area junction under a bias current and damping due to quasiparticle tunneling is currently being investigated. This will be reflected in the \( I-V \) characteristics.
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**APPENDIX**

The variation of \( I_{\text{max}} \) near \( \mathcal{H}_c=0 \) with the external magnetic field can be estimated for narrow junctions \( w<2 \). For small \( \mathcal{H}_c \), the amplitude \( A_0(x) \) is expected to be small and \( A_1(x) \ll A_0(x) \). Therefore we can put \( A_1(x) = 0 \), and expanding the trigonometric functions in Eq. (26), we can write the equation for \( A_0(x) \) in the form

\[
A_0'' = C_0 A_0 - \frac{S_0}{2} A_0^2, \tag{A1}
\]

with the boundary condition

\[
A_0' (\pm \sqrt{2}) = \mathcal{H}_c. \tag{A2}
\]

Inserting Eq. (8) into (19) we get

\[
S_0 = \frac{T}{\sqrt{w}}. \tag{A3}
\]

The coefficient \( C_0 \), which is defined by Eq. (21), has a much more complicated expression, but for narrow junctions it simplifies and can be written as follows:

\[
C_0 \approx 1 - 2m_1 \approx \sqrt{1 - \frac{T^2}{I_{\text{max}}(\mathcal{H}_c=0)}}. \tag{A4}
\]

The solution of Eq. (A1) can be represented in the form

\[
A_0(x) = \frac{C_0}{S_0} \left[ 1 - \frac{1}{\sqrt{q^2 - q + 1}} \left[ 2q - 1 + 3q(1 - q) \right] \right], \tag{A5}
\]

where the modulus \( q \) and the parameter \( x_0 \) may be obtained from the boundary conditions (A2). Inserting Eq. (A5) into Eq. (A2) we get

\[
1 - \frac{6q(1-q)C_0^{3/2}}{S_0 (q^2 - q + 1)^{3/4}} f(u_\pm) = \mathcal{H}_c, \tag{A6}
\]

where the abbreviations

\[
f(u) = \text{sn}(u|q) \text{cn}(u|q) \text{dn}(u|q) \tag{A7}
\]

and

\[
u_\pm = \frac{\sqrt{C_0}}{2} \frac{x_0 \pm L}{(q^2 - q + 1)^{1/4}} \tag{A8}
\]

were used. The function \( f(u) \) is positive in the interval \([0, K(q)]\) and reaches a maximum at the point \( u_0 \) where

\[
\text{sn}^2(u_0|q) = \frac{1 + q - \sqrt{q^2 - q + 1}}{3q}. \tag{A9}
\]

Equation (A6) can have a solution if

\[
\mathcal{H}_c \leq \frac{6q(1-q)C_0^{3/2}}{(q^2 - q + 1)^{3/4}} f(u_0|q) \frac{1}{S_0}. \tag{A10}
\]

Inserting Eq. (A9) into Eq. (A7) we find that

\[
\frac{6q(1-q)}{(q^2 - q + 1)^{3/4}} f(u_0|q) = \frac{2}{\sqrt{3}} (1 - q),
\]

\[
\left( 1 - \frac{1 - 2q}{\sqrt{q^2 - q + 1}} \right)^{1/2} \left( 1 + \frac{2 - q}{\sqrt{q^2 - q + 1}} \right)^{1/2}
\]

\[
\times \left( 1 + \frac{1 + q}{\sqrt{q^2 - q + 1}} \right)^{1/2} = f_0(q). \tag{A11}
\]

The function \( f_0(q) \) becomes equal to zero at \( q = 0.1 \) and has a maximum at some point \( q = q^* \). Thus from Eq. (A10) we obtain that

\[
\frac{1}{S_0} f_0(q^*) C_0^{3/2} \geq \mathcal{H}_c. \tag{A12}
\]

Introducing Eqs. (A3) and (A4) in the inequality (A12) we see that

\[
I_{\text{max}}^2 \approx I_{\text{max}}(\mathcal{H}_c=0) \left[ 1 - \frac{(\mathcal{H}_c/\sqrt{w})^{4/3}}{4/3} \right]. \tag{A13}
\]