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Abstract

Two simple interface relaxation techniques for solving elliptic differential equations are considered. A theoretical
analysis is carried out at the differential level and “optimal” relaxation parameters are obtained for model problems.
A comprehensive experimental numerical study for 1- and 2-dimensional problems is also presented. We present a
complete analysis of convergence and optimum parameters for two 1-dimensional methods applied to Helmholtz
equations: the averaging meth&& E and the Robin-type methddOB. We then present experimental studies
for 1- and 2-dimensional methods and more general equations. These studies confirm the theoretical results anc
suggest they are valid in these more general cases.

0 2002 IMACS. Published by Elsevier Science B.V. All rights reserved.

1. Introduction

Domain decomposition has proven an effective means of partitioning the task of solving Differential
Equation (DE) problems numerically. It is mainly an algebraic approach and works by splitting the
discrete DE domain into subdomains which can be coupled in many ways. The well established additive
and multiplicative Schwartz methods are examples of typical domain decomposition approaches that
have been analyzed extensively. Interface Relaxation (IR) is a step beyond domain decomposition [14].
IR methods are defined and analyzed at the continuous level, yet they can be implemented by traditional
numerical methods which can vary from subdomain to subdomain. They assume a splitting of the domain
into a set of non-overlapping subdomains and consider the associated DE problems defined on each on
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of them. These subproblems are coupled through relaxation mechanisms on the interfaces. IR methods
naturally apply to multi-physics problems when the DE may change from one subdomain to another. For
a general introduction to the IR methodology the reader is referred to [14,11,12].

Several interface relaxation methods, considered form the domain decomposition viewpoint, like the
Schwartz method, the Poincaré—Steklov method, the Schur complement, can be found in [1,2,18,19,23].
A review of a large collection of IR methods is presented in [13]. The convergence of these schemes
depends, as expected, on the differential operator, on the geometry of the original domain, and on the
geometry of the subdomains chosen. This makes the selection of “optimum” values for the relaxation
parameters a hard and challenging problem. On the other hand, the local subdomain discretization schem
does not affect the convergence properties of the IR schemes which gives these methods great versatility
one can select the most appropriate discretization parameters or numerical method for the differential
problem defined on each subdomain.

The development of an automated and adaptive procedure that dynamically estimates “good”
relaxation parameters, using automatic differentiation techniques, for general differential operators and
arbitrarily shaped subdomains is under way [16]. Nevertheless, in order for this parameter selection
procedure to be effective, theoretical results for simple model problems are needed that provide the
required reasonably good initial guess for the optimum values of the parameters and, more importantly,
a better understanding of the convergence mechanisms involved.

The main objective of this paper is to better understand IR methods for model problems where
direct analysis can be made. In particular, we analytically estimate values for the parameters involved
in two recently proposed and analyzed IR methods. Namely, we consider an averaging scheme [17,24,
25] (denoted bYAVE in the sequel) and a Robin-type IR scheme [10] (denoteld®B). In [17], Fourier
analysis is applied for the theoretical analysis and shows that the fast convergence ra#d/éf thethod
in the case of constant coefficients and rectangular subdomains. the theoretical results are verified by the
experimental ones. In [24], a convergence analysis oRWE method is carried out at differential level
using Hilbert space techniques. Numerical experiments verify the fast convergence of the method and
its stability with respect to different decompositions and different problems, using constant relaxation
parameters. In [25] a very closely related method\E is considered. The theoretical analysis is done
by Galerkin approximation with Lagrange multipliers and a mixed finite element method, and shows
that the error is independent of the grid size. These results are checked through numerical experiments
The ROB method is formulated and analyzed in [10] for the Laplace equation. Convergence is proved
through energy norms, though there are no estimates of good relaxation parameter values to accelerat
the convergence. Although both methods were analyzed in these studies, more understanding is needec
Specifically, expressions that relate their rate of convergence to the characteristics of the differential
problem and its partition in a clear way are needed.

The theoretical study in this paper concerns only one-dimensional boundary value problems.
Nevertheless, it seems to us that it is possible to extend this work to two-dimensions following the
framework used in [6]. Such an extension is beyond the scope of the present study.

We restrict ourselves to Helmholtz boundary value problems. In both schemes the error involved on
each interface can be given analytically in terms of the error in the previous iteration. This leads us to
a system of linear algebraic equations that represents the relation between the errors on all interfaces
in two consequent iterations. Then, we minimize the spectral radius of the iteration matrix involved
using a different approach for each method. ForAW& scheme we minimize the area of the associated
Gerschgorin discs (which is equivalent of bounding the max norm of the iteration matrix) to derive, in
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Theorem 4, an important relation between the size of the subdomains and the coefficient of the differential
equation that determines the domain of convergence of the method.

The iteration matrix associated with tHROB scheme is quite sparse, and so we were able to
make its spectral radius zero by selecting appropriate values for the relaxation parameters involved. In
particular, Theorem 3 gives optimum values of the relaxation parameters involved, which are proved to
be independent both of the particular discretization of the differential operator and its original domain.

The rest of this paper is organized as follows. In Section 2 we formulate the two Interface Relaxation
methods whose theoretical convergence analysis is given in Section 3. Section 4 presents numerica
results from an experimental study which confirm our theoretical results; they also show that these hold
for more general problems, including two dimensional ones.

2. Two interface relaxation methods

We consider the Helmholtz boundary value problem
Lu=—u"(x)+ 7’ (0u@) = f(x), xe=(a,b), (1)

with a,b € R, subject to boundary conditions an and b which, for simplicity, are taken to be
homogeneous Dirichlet. Assume thtis decomposed into the non-overlapping subdomains

£2;=xi—1,x), i=1L...,p
with xo =a, x, =bandx;_1 <x; e 2 fori=1,..., p — 1. We denote the size of a subdoman by
¢; = x; — x;_1 and the restrictions af, f andy in £2; by L;, f;, y:, respectively. We further assume that
y(x)=y; forxef;, i=1,..., p, where they,’s are real constants.
2.1. TheROB method

TheROB method is defined, for the model problem under consideration, by the following algorithm:

(1) Define:
o du®
+1 (k)
8="ax |,_, FHtietles
xk"" i=1..,p—1
f+1__du§) +ru®)|
& = dx |,_. T l=n
(2) Choose initial guesseéo) (x) for the solutions on each subdomain, i =1,2,..., p.
(3) Define the sequence of subdomain solutimﬁé(x), k=1,2,...as follows:
L™ =f ing Lufh=f, ing,
du(k+1)
(k+1) __"r (k+1) — P
Uy ‘x:xo - dx |,_, B +Ap-au, ‘x=xp,1 =8p-1
du*Y (k+1) )
1 + I (k+1) —
dx + )\,11/!1 x=x1 81 u[’ |x:x1, =0
X=x1
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k+1 :
Lu*™P = f ing
(k+1)
du; T ha®Y| _
dx |._, i-1 x=xi_q . 8i-1 i=2,....,p—1
=Xi-1
(k+1)
du; o (k+1) i
dx x=n &
X=X

This method is based on a simple relaxation technique that involves the Robin interface conditions shown
above. The DE problem is solved in each subdomain where the boundary conditions are provided from
the previously computed solution and its outward normal derivative from the adjacent subdomains. The
relaxation parameten; controls the influence of the value of the function and its normal derivative on
the smoothing Robin interface conditions.

This method was first proposed and analyzed in [10] where, through energy estimates, the convergence
of the method at differential level was established for arbitrary decompositions and elliptic operators.
Later in [5,8], this method was further analyzed at discrete level in a finite element framework. Several
variations of this method have been also appeared. In [7] an ADI based modification is considered
and analyzed at discrete level for model problems and decompositions. A second variatioROBhe
method that extends its applicability and frees it from the cross-point trouble is formulated and analyzed
in [4]. In [21] the addition of tangential derivatives in the smoothing procedure is proposed and analyzed
and, recently, in [26] a finite difference variation is presented and analyzed. In some of these studies
optimal values for the relaxation parameters have been obtained but only for model problems and only
assuming a discrete formulation of the method (i.e., first discretize and then decompose the linear algebra
problem). Therefore the determination of effective choices\farin the IR framework and for general
domains and decompositions iis,general, an open problem

2.2. The two-step average/E method
TheAVE IR method [13,17,24,25] is a two-step iterative scheme described by the following algorithm:

(1) Choose initial guesseéo) (x) for the solution on each subdoma&i?y, i =1,2,...,p
(2) Define the odd terms of the sequence of subdomain squtfﬁ’h*s”(x) as follows:

2k) (2k)
du< du
=Bi A=) i=Ll..,p-1
X=X X X=X
fori=2,...,p—1
Llu(12k+l) =fi in 21| Liu (2k+l) = f; in £2; Lpu(ka+1) = fp in Qp
(2k+1) (2k+1)
u(2k+1)| -0 du; _ i1 dup _ p-1
x=xqg dx =8i-1 dx —gp,]_
X=Xj_1 X=Xp_1

(2k+1) (2k+1)
duy — ol du; — o u@D| =0

dx 81 dx 8i P x=xp

X=X1 X=X

(3) Define the even terms of the sequence of subdomain som‘ﬁﬁf?) (x) as follows:
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i (2k+1) (2k+1) .
h; = a;u; |x=xf—i-(1—o{,‘)ul.+1 — i=1...,p—1

fori=2,....,p—1

%42 : %42 , .
L =f in2| Lu®P=f in@| Lu®?=Ff, ing,
(2k+2) (2k+2) _zi—1 (2k+2) p—1
ul ‘x:xo - ui ‘x:xi,l - hi—l u[’ |x:x1,,1 — Tp-1

(2k+2) A (2k+2) — i (2k+2) —
Uy ‘x:xl - hl U ‘x:x,- - hi up |x:x1, =0.

The relaxation parametess and 8; are to smooth the function and its normal derivative, respectively,
and they both take values {0, 1). In the first step (odd terms), the Neumann problem is solved for each
subdomain, using as estimates of the derivatives on the interface a convex combination of the normal
derivatives of the initial guess (or previously computed solutions). Then a convex combination of the
values of computed solutions on adjacent domains is computed and used as boundary values to solve th
Dirichlet problem in the second step (even terms). There are already several theoretical results concerning
the AVE method. In [25], two finite element approaches (a Galerkin and a hybrid mixed) have been
employed to analyze the convergence of the method at a discrete level setting both relaxation parameters
equal to ¥2. A convergence analysis of the method at the differential level using Hilbert space techniques
is given in [24]. A simple model problem with a two subdomain decomposition is considered in [17]
where Fourier analysis at the differential level is used to obtain “good” values for the interface relaxation
parametep;, while «; is set equal to A2.

It is worth pointing out the inherent parallelism in both the algorithms. In each one the DE solver or
interface task steps can be executed on different processing elements. The only synchronization neede
is a barrier at the end of each step and then only data on the interfaces need to be communicated to thi
processors handling neighboring subdomains. Note that parallelism and the number of subdomain are
somewhat separate issues. One can apply IR to a problent withdomains using onk,or any number
of processors in-between.

3. Selection of relaxation parameters
We start our analysis by stating the following simple lemma that can be easily verified.

Lemma 1. The solution of the boundary value problem
Lu=0 in(a,b), ciu'(a) +cou(a) =v1 and czu'(b) + cau(b) = v

with constants; e R, i =1, 2, 3, 4, is given by

M(X) = [(—(C3)/ + C4)€y(b7x) + (—6‘3)/ + C4)e*V(b7x))Ul
+ (—(—Cl)/ +c2)e" Y 4 (cry + cz)e‘V("‘“))vz]

(b—a) __

x [(cry + c2)(—cay +ca)e™” (cay + ca)(—ery +cp)er @07 2
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Let us now introduce notation for the sequence of values of the solutions, their derivatives and
their errors at the interface pomts"‘) =u®(x)), du(k) = dzx . . e ) =u () —ux), &) =

l(k]) —u(x;) anddsfﬁ? = dul(k]) —u'(x;).
3.1. Optimum relaxation parameters for tROB method

Consider the following differential problems associated with the error functions in each subdomain
which can be easily obtained from tR©B algorithm given in the previous section.

Ly (k+l)(x) =0, xe, @)
g.ko+l) — O, dg(k+l) —|—)» (k+l) = de (k) +A18;ki,
fori=2,...,p—1,
L‘S(kﬂ)(x) =0, xe$;,
k+1 k+1 k
—de fl+1) +)“i—181<:1) = dgz( )11 1+ Aie 151( )11 1 4)
k+1 k+1 k k
dgi(,i )+)‘i‘9i<,i ) d81<+)11 + A 81(+)1w
Lpeﬁ,”l) (x)=0, xe$2,, )
(k+1) (k+1) (k) (k) k1
—de, 1+ Apag, y=—de, g+ Ap18, , 1 e;; ) =0.
Using (2) we observe that these error functions are given by
—eY1(x—x0) + e~ ri(x—xo)
e (x) = — —(deyy +r1el)), (6)
(—=y1+A)e 1 — (y1+ Ag)ent
fori=2,...,p—1,
1 -1
el (@) = [(=yi + Mi—D (=¥ + 2)e T — (i + ) (v + himpe’ ]
% [(_(Vi _j’_)\‘,)e)’i()fi—x) +(—y; +)\,)e—yi(x,'—x))( dgl(k)ll i 1‘91 1[ l)
+ (=i + 2ie)e" OV =y 4 2 ) (dely gl )] 7
and
(k+1) —e ™) 4 et ) *)
e D (x) = (—dep_l,[7 118,y 1)- (8)

(_Vp + )“pfl)eiypgp - (Vp + )“pfl)eypzp
From these we obtain

m
85"1“) =1 (ds(k) + A 8(k)),
Y11 + Aimy

1
8z(lij) = Z[(Vi”i"‘)“imi)( dgz(k)lt 1+ Aie 181 11 1)"‘27’1(“181(?11 +Ai l(i)lz)]
8:‘(,5“) = d_l,[(Vi”i +)‘i*1mi)(d81(i)11 + A 81@11) + ZVi(_dgi(li)l,zel + )‘i*lgi(li)l,ifl)]’

*k+D) _ mp RGO (k)
81’»[7—1 - )/pnp‘i‘)hp—lmp( dgp—l,p 1+)\‘P 1‘91) 1p— l)
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where
di = (y? + rihic)mi +viOi + hicong, i=2,...,p—1,

nj=e"t —e %t and m;=e"ti e i=1...,p

By differentiating equations (6)—(8) we obtain expressions similar to the above thautefdt8, de\ "7,

de*™ i=2 ..., p—1, andde“‘“) with associated values from the iteratior); these are

ii

yini (k) (k)

deltb — 11 (4e 1+ A

L1 J/lnl + A1mg ( )

k+1 k k k k
de ,(1+1) = [(J/lml +Ain; )(dgl( )11 1~ Aie 181( )11 1) + 22— l(d81(+)11 + A l(+)1,)]

k+1 k k k
dgi(,i+ ) = [(Vtmt + Ai-an; )(d‘91+11 +Ai 81(-5—)11) + 2)“ (dgl( )ll 1 )‘i—lgi(—)l,i—l)]’

(k+1) Ypl'p *) (k)
de = (dgp 1Lp—-1"— )LP*lgpfl,pfl)'

1
mre Yphp +Ap-1m,
Now we order the errors on the interface points to create a sequence of error vectors as follows, for
k=0,1,2,...,
k) — [0 K) (k) *) k) K g k)
£ = [dgl,l’ €1,1> €215 d€2 14832, 635, €3, de35, ...

(k) (k) (k) (k) (k) (k) (k) (k) T
dgi,i ’ 81‘,1‘ ’ l+1z’ d81+1z’ te d p—1,p—1“p-1p-1° 8p,p71’ dgp,p*l] .

We obtain the following relation between the vectors of interface errors in the two consecutive iteration
steps(k) and(k + 1)
e* D = pme®  k=0,1,..., (9)

where the iteration matrigZ € R*»-Dx4(-D hgs the form

- 0 My, O 0 0 0 0 =
My 0 0 Mps 0 0 0
M3 1 0 0 M3 4 0 0 0
0 0  My3 0 0 My g 0
0 0 Ms 3 0 0 Ms g e 0
M = . (10)
0 o - 0 My-n-22p-n-3 0 0 Map-1)-2,2(p-1)
0 o - 0 Myp-1n-12p-1-3 0 0 Ma(p—1)-1,2(p-1)
L O 0 0 0 0 M2(p—1),2(p—1)—l 0 -
The submatrices off are as follows:
_ 1 YiniAL  yina
ying+ iumg | mika mg

fori=2,...,p—1,
Mo 1) 211 = I =i+ rim)  hica(yini + Aimy)
(=h2i-= Vi(Vimi +Ain;)  —vYikica(yimi + Ain;) |7

vihi(yim; + Ai—1ny)  vi(yim; + Ai—1n;)
Ai(ying + Ai_am;) (yini + Aj—1m;)

Mpi_111.2-1)+2=
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2)/1' )Ll‘ 1 2)/1' )Ll‘ _)“i)hifl
Mai-1)26-1+2= a [)Mil )Lili| ; Mai-1)11,26-1)-1= -1 o |

and

1 —m Ap_1m
Ma(p-1) 2(p-1)-1= [ g S

Vpltp +hpamy LVpltp  —Vpltphp-1

For the rest of the analysis in this section we use a methodology similar to the one found in [9].
In the following lemma we construct a matrid e R2»-1x2(»=D of reduced size which is spectrally
equivalent to the iteration matrix and whose special non-zero structure lets us select optimum values
for the relaxation parameteks.

Lemma 2. The two matrices/ and M have the same non-zero eigenvalues, i.e.,

o (M)\{0} = o (M)\{0}, -
where
-0 i, O 0O 0 0 0 ]
My 1 0 0 Mg 0 0 0
Mg,]_ 0 0 M3,4 0 0 0
0 0 Mgz O 0 M6 0
0 0 Msz O 0 Vs 6 0
i (12)
0 0 - 0 Myy22p-1-3 0 0 Map-1-22p-1
0 0 . O M2(p71)7l,2(p*1)*3 O - 0 M2(p71)71,2(p—1)
Lo o .. o0 0 0 Map-1.2(p-1)-1 0 -

The elements off are defined as follows

~ —yiny + Aimy
Mig=—"———,
yiny + Agmg
fori=2,...,p—1,

~ Ai—a(ying + Aim;) — yi(yim; + A;n;)
M1y 26-1-1= ,

d
~ Ai(ying + Ai—am;) — vi(yim; + Ai—1n;)
Mo _1y41,26—1)+2= 7 ,
~ Ayidia ~ Ay;d;
Mai-1).26-1+2= 4 Mai-1+126-1-1= 7

and
—Vplp +Ap_am,
Ypltp +Ap-1mp

Map-1),2(p-1)-1=

Proof. We define the non-singular matrix
Q = dlanla QI& QZa Q;—a EREE) Qp*lv Q-pr_l)’
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where
_ 1 - _ 1 0 .
Q,:Qil:[o _1}, QI=Q,-T=[_A, _1}, i=1...p—1,

and consider the similarity transformation matdx 1M Q whose submatrices are specified by the
following relations:
—yin1+ Aimg
1 T yini + Aimg
Ql Ml,ZQl = my s
yini+ iama
fori=2,...,p—1,

1

T
Q1M -1)2i-1-10Qi- 1= — [

—(yin; + Aim;) 0
d; ’

Aic1(yini + Aimy) — yi(yim; +Ain;) 0

_ 2vil[o0 -1
Q; "\ Mo 1) 24-1420] = =~ [0 2)”1] ;

d;
2 [2x 0
4|1 ol

O Mo 1)1 20114207 = 110 —yiyimi + xicang) + X (vini + Xi_am;)
PR T g0 0 YiDi + Ai—am;

—1
Q; "Myi-111,2(-1-10i-1=

9

and
1 —m 0
T
Magp-12p-1)-1Qp 1 = ——————— § .
QpaMap-.2p-0-10p1 = s [mp/\pl—ypn,, 0}

A simple comparison of the above relations with the elements of the métrand the fact that there
exists (Lemma 3.2 in [9]) a permutation mati#xsuch that

TAT _10 *
complete the proof of the lemma.c

We conclude this section with the main theorem that presents analytic expressions for the optimum
relaxation parameters.

Theorem 3. Consider the model problerfil) and a non-overlapping decomposition &f into p
subdomaing?; of length¢;, i =1,..., p. If the parameters,; involved in theROB interface relaxation

method are selected as
n i (yimi + Ain; .
ppa= Ve otk g (13)

mp Yini + Aim;

then the spectral radius of the iteration matrix is zero.
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Proof. It can been seen (Lemma 3.2 in [9]) that if we M;;(, n2i-1-1=0, i =2,..., p, then we
obtain thato (M) = 0. This leads to the following equations.

Ap—1m, —ypn, =0
and
hica(ying +Aim;) —y;(yim; + Ain;)) =0, i=2,...,p—1 (14)
To conclude the proof, we back solve for, i = p — 1, ..., 1 and use the previous lemmag
3.2. “Optimum” relaxation parameters for th&VE method
Using the notation adopted in the previous section andtHe algorithm given in Section 2 we easily

see that the error functions involved satisfy the following differential equations: For the odd steps the
equation for the first subdomain is

(2k+l)(x) — ’ xe Ql,
5218+l) — O, de (2k+l) ﬂld (Zk) + (1 ,Bl)dgézf)’ (15)
for theith interior subdomalm =2,...,p—1, the equation is
L»s(ZkH)(x) =0, xe$,,
dei0 = piade®); o+ (L= prn)defy. (16)
ded Y = Bidel” + (1 Bde
and for the last subdomain the equation is
LyeP P x) =0, xe,
de®) =B, 1de®) 1+ Q- B, 0)de?) 17)
;2/;+l) =0.
For the even steps the equation for the first subdomain is
L 8(2k+2)(x) =0, xe$24, 18
§2§+2) _ 0’ 8&211c+2) —a 812Il<+1) + (1 o )8(2k+l)’ ( )
for theith interior subdomain, =2, ..., p — 1, the equation is
Le®P()=0, xef.
ey = oim1e 0y 0y + (L= aiope . (19)
1(21k+2) ;e (2k+1) + (1 al)gl(ik;r[l)’
and for the last subdomaln the equation is
L, (x) =0, xe, 20)

(2k+2) (2k+1) (2k+1) (2k+2) __
Epp-1 =Up-18) 1) 1T (1- O‘1’—1)8p,pfl’ Epp T 0.
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The solutions to the Neumann problems (15)—(17) are given by (see Lemma 1)

efkﬂ)(x) 1 (el/l(x xX0) _ e—)/l(x XO))(IB dgfI_ZIl{) + (1 ,8 )d8<2k))
yimy
1
A0 = (e — e ) (fade g+ (L fidey)
i +(eJ/z(x Xie 1)+€ vi(x—xi_ 1))(ﬂld8(2k)+(l ﬂ[)dgfikl)[)} i=2,....,p—1,

1 _ (e % %
(B0 = (e ) 5, 1P+ Ay e

Vphp

The solutions to the Dirichlet problems (18)—(20) are given by

1
8§2k+2) ()C) — _(eyl(X—XO) _ e—yl(X—Xo))( (2k+1) + (1 a )8<2k+1)),

i

%42 1 e (i 2%k+1 2%k+1
67 () = ("W — e (18200 + (L — i)l )
o 2A+1 2%k+1 .
+ (e”’(x il _ Vi 1))(051 @D 41— al)el(+1+[ ))} i=2,....,p—1,
1
(2k+2) — Yp(xp—x) —¥p(xXp—x) (2k+1) (2k+1)
&, x) = E(e pEpX) T VpXpTX )(ap,lepfl,p,l +(1- ap,l)sp’pfl).
If, for k=0,1,..., we define the vectors
(k) _ [ (k) (k) T (k) — (k) (k) (k) T
=[e11. €225 -- - 8,)—1,,;—1] and de® =[dey,.dey,, ..., dep_l,p_l] (21)

then we get from the above that

8(2k+2) MDd8(2k+l) (22)

d_8(2k+l) — MN§(2k), (23)

where the Dirichlet and Neumann iteration matrice®, MY e R®~D>x»=D gre tridiagonal with

elements
yP. — om (1—apnz D _apanpa (l—ap_1m,
1,1— n - m s p—1p-1— - s
11 2Y2 my_1Yp-1 ny¥Vp
oin; 1—a)n;
p_om Qe o,
’ m;y; mit1Yi+1 24
D 2(1_ C(,‘) . ( )
Mthl _ i=2,....,p—1,
miy1Yi+1
20
MP, =—-—= i=1...,p—2,

i+l — ’
m;Yy;
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Piniyr (11— Bunaye N Bp-1np_1yp-1 (1= Bp_Dn,yp
Mll_ ; M, ,, 1= - ;
mq mo mp_1 m
i Vi 1—-Bniv1y
Mil\;:ﬁ")/_( ﬂ)"+1)’+1’ =2 p—2
’ m; nmiy1 (25)
201 i) Vi
MIAZ+1 % i=2...,p—1
miy1
2B:vi
N i Vi .
Ml+1’__m—i’ i=1....,p—2

For p =2 itis easy to see (force the roots of the characteristic polynomiad dfor M to be zero)
thata; = —=211__ or B; = % are optimum values and achieve immediate convergence.
maniy1tmingy2 min2ya+monyy:
For p > 2 we have been unable to derive optlmum values for the relaxation parameters. Instead we obtain

values for them that are optimum in the max-norm (see Appendix A).

Theorem 4. Consider the iteration matrid4 = MY MP of the AVE method associated with the model
problem(1) and a non-overlapping decomposition@finto p subdomaing?; of length¢;, i =1,...,p
withy; =y ini =1, ..., p. For the values the relaxation parameters given below, the max-noris'of
and MP? are minimized and the matrii is a contraction mapping, with respect to the max-norm

nin» mpymp,_1

0 =— a, 1= ; (26)
niny + mmy P mpymp 1+ nphp, g
m;n;y1 .
o = s , i=2,...,p=2 (27)
MiRi1+ M an;
and
nminy mpy_1n,
pr=—""—, Bp-1= : (28)
miny + mony My 1, +mpn, 3
min;iy .
B = — i=2..,p-2 (29)

9y
MmN 1+ m;1h;

provided thatt; > l”(lif) i=1,...,p.

Proof. To minimize the max-norm of the iteration matrix, it is sufficient to minimize the quantity

[, Bi, Bi—1, Biv1)

a;Bi-1 2| Bia(mini_1+m;_1n;) —m;_1n; a;(mipin; +mini 1) —min;q
=4—+ —|o + B
mim;_1 m; m;_im; m;m;1
n (1= Bic1) LY (miyan; +mini1) —minipq Bi(mipan; +minip1) —mini 1
ml2 mim;q mim;41
(1—ai)Bi+1
_4 21 ﬂt+ (30)
miq
2 |ai(mizin; +mini 1) —min;qq
+ a-58)
mii1 mimi1
n Biv1(mijoniy 1 +miani2) — mian; 2 1—an|+ 4(1 —a;)(1— Biv1) ‘

miy1m;42 mim;1
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One can determine values fey, 8;, 8;_1 andg;, 1 that minimize f by an elementary but very lengthy
and tedious analysis which involves splitting the absolute values and considering several different cases.

(This analysis is presented in Appendix A.) Here, instead, we give an indication why this theorem is true.
Set

o=t = min;y1 B = ’3* _ min;i1
i — W = P i — P = ’
migan; +min;q mian; +min;
m;_in; miiin;42

Bi—1= ﬂ,‘*_l =

and Bii=p",=

m;_an; +min; 1 M N2+ Mioniq

Then the expressions in the absolute values of (30) become zero and so we have

4 (mi+l(mi +m;_1) n mi (M1 + mjq2) )
M +mini g \ M _an; +min; 1 Ml 2+ mion;q

f(“i*’ B B, :3[*+1) =
Under the constraint that; > M we have that; > 2, j=i—1,i,i + 1, and therefore we have

fleg BB g B <

4 (mi+1(mi +mi—1)  mi(mip+ mi+2)> _1
2(m; +miy1) \ 2(m; +m;_1) 2(miz2+miq1) '

Continuing in the same way for the 1st, 2rig,— 2)th and(p — 1)th rows of the iteration matrix, we
get optimum values for the relaxation parameters for all the interface points.

4. Numerical experiments

The purpose of the numerical experiments performed in this study is two-fold. First to verify
and elucidate our theoretically determined relaxation parameter values on a class of one-dimensional
problems and second to examine how effective these parameters values are for two-dimensional PDESs
All experiments reported here are performed in single precision on SUN workstations.

4.1. One-dimensional case

We have implemented the two IR methods considered in this paper using MATLAB. All MATLAB
files we use to produce the one-dimensional data in this section are available through our wéb page.
Implementations of several other relaxation schemes also can be found there. We use zero as initial gues
and consider the following model problem:

Lu=—u"(x)+ y%u(x) = f(x), x€(0,1), u(0) =0, u(1) =0, (31)

where the right hand side functiofiis selected such that the true solutiogx) is either

DP1 u(x) =cosh2x — 1) — cosh(1.0), or
DP2 u(x) =etx(x — )(x — 0.7).

2 http:/ivww.cs. purdue.edu/homes/giwta/dom-dec/1_dim/matlab/index.html.
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Table 1

The max-norm of the error and the computed values of the convergence factor BIOBemethod applied to model
problem (31)-DP1 %2 = 2). In the first column we have the iteration number, in the first row the discretization step-size
and in the second row the number of equal subdomains

Iter h=0.01 h=0.005
p=2 p=4 p=10 p=20 p=2 p=4 p=10 p=20
2 308E-5  148E-1  274E-1  387E-1  7.83E-6  148E-1  274E-1  387E-1
(0.2966 (02997 (02424  (0.181) (02966  (0.2992  (0.242)  (0.1809
3 119E-5  718E-2  172E-1  300E-1  307E-6  7.18E-2  172E-1  300E-1
(0.4447) (04635 (04409  (0.3723 (04447 (04635  (0.4409  (0.372)
4 119E-5  318E-2  142E-1  227E-1  307E-6  318E-2  142E-1  227E-1
(0.5449 (05524  (0.565)  (0.5109 (05446  (0.5524  (0.565)  (0.5109
5 119E-5  141E-2  153E-1  1756-1  307E-6  141E-2  153E-1  1756-1
(06150  (0.6167 (06425  (0.6063  (0.6150  (0.6166  (0.6425  (0.6063
8 119E-5  611E-5  7256-2  164E-1  307E-6  152E-5  7.24E-2  164E-1

(0.7379 (0.7379 (0.7499 (0.7576 (0.7379 (0.7379 (0.7499 (0.7576

16 119E-5 6.14E-5 2.04E-3 7.43E-2 3.07E-6 152E-5 2.05E-3 741E-2
(0.8590 (0.8590 (0.8590 (0.8658 (0.8590 (0.8590 (0.8590 (0.8658

20 119E-5 6.14E-5 213E-4 3.99E-2 3.07E-6 152E-5 5.28E-5 3.98E-2
(0.88595 (0.88595 (0.88595 (0.8883 (0.88595 (0.88595 (0.88595 (0.8883

32 119E-5 6.14E-5 214E-4 223E-3 3.07E-6 152E-5 532E-5 2.18E-3
(0.9268 (0.9268 (0.9268 (0.9268 (0.9268 (0.9268 (0.9268 (0.9268

36 119E-5 6.14E-5 214E-4 472E-4 3.07E-6 152E-5 532E-5 2.54E-4
(0.9349 (0.9349 (0.9349 (0.9349 (0.9349 (0.9349 (0.9349 (0.9349

In Table 1 we present the max norm of the eifef*’ — u ||, and the computed convergence factor

=l = 7 S® = . k=12,

of the ROB method applied to the model problem (31) wjth = 2 and solution DP1. We assume that

the domain is decomposed into= 2, 4, 10, 20 domains of equal size. We use the 5-point star difference
approximation with two different global discretization stéps- 0.01 andz = 0.005 to solve the DE.
Similarly in Table 2 we consider thaVE method and sef? = 10. The rapid rate of convergence is
easily observed as one moves down along any column. Note that this convergence is not immediate
(1 iteration) as our theory might indicate. It can be shown [22] that this is mainly due to the particular
block structure of the Jordan form of the iteration matrices which may require from(pte P) iteration

steps instead of one.

It can be also observed that, as the computed convergence factors indicate, the rate of convergence
of both methods does not seem to depend on the fineness of the domain discretization. Nevertheless
the ordern? finite difference discretization convergence rate is preserved. The rate of convergence does
depend, as expected, on both the number of subdomains and the coeffici€httensive numerical
experiments (some of them presented in Fig. 3 below, and some others that are not included in this paper)
show that the rate of convergence increaseg?isicreases for both methods but much more rapidly in
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Table 2

The max norm of the error and the computed values of the convergence factoAbfEmaethod applied to model problem (31)-
DP1(y2 = 10). In the first column we have the iteration number, in the first row the discretization step-size and in the second
row the number of equal subdomains

Iter h=0.01 h =0.005
p=2 p=4 p=10 p=20 p=2 p=4 p=10 p=20
2 139E-6 2.32E-4 143E-2 103E-1 3.48E-7 2.34E-4 143E-2 104E-1
(0.0965 (0.0965 (0.0966 (0.0966 (0.0965 (0.0965 (0.0966 (0.0966

3 139E-6 5.23E-6 7.18E-3 223E-1 3.48E-7 3.71E-6 7.23E-3 225E-1
(0.2103 (0.2104 (0.2097 (0.2104 (0.2103 (0.2104 (0.2097) (0.2104

4 139E-6 199E-6 4.58E-3 5.39E-1 3.48E-7 4.65E-7 4.62E-3 544E-1
(0.3106 (0.3106 (0.3113 (0.3419 (0.3106 (0.3106 (0.3113 (0.3423

5 139E-6 2.04E-6 3.15E-3 141E+0 348E-7 5.10E-7 3.19E-3 143E+0
(0.3929 (0.3929 (0.3920 (0.4939 (0.3929 (0.3929 (0.3920 (0.4945

8 139E-6 2.04E-6 8.61E-4 4.22E+1 348E-7 5.09E-7 8.76E-4 432E+1
(0.5573 (0.5573 (0.5574 (0.9619 (0.5573 (0.5573 (0.5574 (0.9644

16 139E-6 2.04E-6 293E-5 5.18E+5 348E-7 5.09E-7 2.65E-5 5.43E+5

(0.7465 (0.7465 (0.7465 (1.830 (0.7465 (0.7465 (0.7465 (1.770
20 139E-6 2.04E-6 9.18E-6 168E+6 348E-7 5.09E-7 5.58E-6 6.19E4-7
(0.7915 (0.7915 (0.7915 (1.993 (0.7915 (0.7915 (0.7915 (2.001)
32 139E-6 2.04E-6 7.44E-6 268E+14 348E-7 5.09E-7 186E-6 295E+14
(0.8640 (0.8640 (0.8640 (2.487) (0.8640 (0.8640 (0.8640 (2.49))
36 139E-6 2.04E-6 7.44E-6 4.41E+16 348E-7 5.09E-7 186E-6 6.29E+16
(0.878) (0.878) (0.8812 (2.586) (0.878) (0.878) (0.8749 (2.597)

the AVE case. TheAVE method diverges fop?2 = 10 andp = 20. This is in good agreement with the
restriction

£; > M, i=1...,p,
14

imposed by Theorem 4. This restriction seems to be necessary as well as sufficient (see also our
discussion following the figures).

In Figs. 1, 2 and 3 we consider the model problem (31)-DP1, with a splitting of the dathaito
three subdomains. We present the contour plots of the experimentally determined number of iterations
required to reduce the max norm of the difference of two successive iterants smaller tifaas1®
function of the various relaxation parameters involved. The stars in these plots indicate the theoretically
optimum relaxation parameters computed by using the formulas (13) and (26) (since there are only two
interfaces) of theROB and AVE methods, respectively. In all plots associated with AME method,
we usey? = 2. The Neumann relaxation parametgisand 8, are computed by formula (28) while we
systematically vary the Dirichlet parameters anda, in (0, 1). For theROB method, we sey? = 2
while the relaxation parameters vary in a larger interval since there are no bounds for them. For this
method we see that there is a curve in th&, plane with optimum values for the relaxation parameters.
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Fig. 1. Contour plots for case DP1 of the number of iterations required bR@® (top two plots) andAVE (bottom two

plots) methods to make the max norm of the difference of two successive iterants smallertRas Hfunction of associated
relaxation parameters. We assume a uniform 3 subdomain partition in the graphs on the left and non-uniform partition with
x1 =0.2 andxy = 0.7 on the righ'r(y2 = 2). The star points are the theoretically determined optimum values of the parameters.

The stars in th&OB plots represent the optimum values computed using formula (13), which is located
at the intersection of the above curve and the solution of Eq. (14) fe8, i.e.,

A1(yenz + Aomp) = ya(yo2mz + Aonz).

We note that, at the points indicated by stars in all the following graphs, the experimentally observed
number of iterations are always in the range of 5 to 8. This confirms the theoretical optimality of the
parameter values. It is also interesting to observe that this optimality seems to be independent of the
uniformity of the decomposition and of the changes in the value®oh the subdomains.

In particular, in Fig. 2, we have the same non-uniform decomposition as in the right two plots in Fig. 1,
but here the coefficient of in the DE is discontinuous at the interface points. Specifically, in the first
subdomainy? = 2, in the secongr? = 10 and in the third/?2 = 4. The right plot forAVE, is made using,
as before, Neumann relaxation parametgis §.) computed by formula (28) and letting anda, vary
in (0, 1).

In general, theAVE method seems to converge faster tiRDB but Theorem 4 imposes a restriction
on its convergence region. In Fig. 3 we experimentally verify the results of Theorem 4 and we clearly
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Fig. 2. Contour plots for case DP1 of the number of iterations required birR@ (left) and theAVE (right) methods to
make the max norm of the difference of two successive iterants smaller th@nakOa function of the associated relaxation
parameters. We assume a non-uniform partition wjth= 0.2 andxo = 0.7, with a discontinuous coefficient af Particularly,

yz = 2 for the first subdomain,(2 =10 for the second anyzl2 = 4 for the third subdomain. The stars represent the theoretical
optimum values.
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Fig. 3. Contour plots for case DP1 of the upper bounds of the spectral radius for the uniform caseAlEtheethod. In the
top three plots;/2 = 20 while the number of subdomainsis equal to 2 (left), 4 (middle) and 5 (right). In the bottom three
figures we fix the number of subdomainspet 6 andy 2 is equal to 30 (left), 40 (middle) and 80 (right).

see that the restriction on the size of the subdomains imposed is not only sufficient but required,
too. The restrictiony ¢; > In(1 + +/2) of Theorem 4 is, for the six cases in Fig. 3, for the top row
(y/p = 2.24,1.19,0.89 > 0.881) and bottom /p = 0.913 1.05,1.17 > 0.881). The convergence
region (the area where the spectral radius of the iteration matrix is less than 1) shrinks as one either
increases the number of subdomains keepihgonstant, or decreasg$ assuming a constant number
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Fig. 4. Convergence history for case DP2 vmii%: 20 and a 4 subdomain uniform decomposition. The graph shows the true
solution and the first three iterants for tROB (on the left plot) and th&VE (on the right) methods.

of subdomains. The imposed bound on the size of subdomains seems to be a sharp one, since in all ou
experiments we observe divergence every time we nfakeslightly less than Il + +/2) while we
always observe convergence otherwise.

To obtain additional information on the convergence behavior of the two methods we now switch to
the model problem (31)-DP2. The data for Figs. 4 and 5 have been extracted from [13] and are presented
here for completeness. In Fig. 4 we $&t= 20 and plot the true solution and the first three iterants. We
observe that both methods converge in a non-monotone wagMitifollows a much smoother path.

In Fig. 5, we consider the model problem (31)-DP2, with a two subdomain partition. We set all
relaxation parameters equal tcb0and experimentally measure the effects that the size’adnd the
location of the interface point have on the convergence rates for the two methods. We plot the logarithm
of the max norm of the error (on theaxis) versus the number of iterations (on kheaxis). The interface
point is fixed at (5 for the two plots on the left of the figure while? = 20 for the two on the right.

We observe that thAVE method is significantly affected by both parameters whileR@B method
converges in a smoother but slower way.

4.2. Two-dimensional case

We have implementédhe AVE andROB methods for two-dimensional problems using ELLPACK
[15] assuming “skyline” domains (a string of rectangles of different heights and widths). This leads
to a one-dimensional decomposition of two-dimensional rectangles. The detailed presentation of this
two-dimensional performance analysis is beyond the scope of this section but, we give an example in
Fig. 6 of the convergence rate of t#&/E and ROB methods. The Helmholtz differential equation
is —Au + y2u = f e £ with Dirichlet boundary conditions wherg¢ is selected such that(x) =
e+ x(x —1)(x —0.7)y(y — 0.5). The PDE domain and its one-dimensional partition into 3 subdomains
is as follows:

£21=(0,x1) x (0,2), £2; = (x1,x2) x (0,0.5), 23=(x2,1) x (0, 1), 2= ﬂﬂf,

3 See http:/www.cs.purdue.edu/homes/giwta/dom-dec/2_dim/matlab/index.html.
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Fig. 5. The effect of the coei‘ficien;t2 (left graph,y2 =1,10,20,30) and of the location of the interface point (right,
x =0.2,0.4,0.6,0.8) on the convergence rates for tROB (top) andAVE (bottom) applied to case DP2. Theaxis is the
max norm of the difference of successive solutions and thegis is the number of iterations.

where O< x; < x2 < 1. We have numerically verified that both the discretization scheme and the grid size
have very little effect on the convergence rate of both the IR methods considered. In all the experiments
associated with the present study the 5-point star ELLPACK discretization module was used and the
domain is discretized with a uniform grid in both directions using 0.01.

The similarity of the convergence behavior between the one-dimensional and the two-dimensional
problems is easily observed by comparing Figs. 1 and 6. We performed many other experiments (some
of them are given in Chapter 6 in [20]), all of these were in reasonably good agreement with both the
guantitative and qualitative conclusions we draw from the one-dimensional experiments presented above,
provided that the subdomains are not very narrow imtiigrection. Specifically, it is apparent that the
region of convergence shrinks down as the subdomains become largeditieetion. This is consistent
with the similar behavior observed or even proved in other conventional domain decomposition studies
like [3].
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Fig. 6. Contour plots of number of iterations required for PDE problem defined in Section 4.2 Rp&i¢top two plots) and

AVE (bottom two plots) methods to make the max norm of the difference of two successive iterants smallerfhéor fige
two-dimensional Dirichlet problerrAu + 2u = f as a function of associated relaxation parameters. We assume a uniform 3
subdomain partition in the graphs on the left and non-uniform partition.yith 0.2 andxo = 0.7 on the right the PDE domain

and its partition given on the left.

Acknowledgements
We are grateful to Prof. A. Hadjidimos for the constructive discussion which help us to derive the
“optimum” values for thcROB method.
Appendix A. Analysisfor the AVE method
A.1l. Minimize the max-norm af”
The max-norm of\/?” is given by

D — .
[#°] o =, max_ f.

where
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niyi may2 may2
20[1' a;n; 1- o;)n; 2 1—q; .
filay = 2y am Amenia) 2w -y, (A1)
m;y; m;Yy; mi41Yi+1 1+1Vl+l
200, Oy 1M, A—a,_1)m
fr-lep1) = —L= T el
mp_1yYp-1 mp_1Yp-1 npYp
Considering the factthat =y, i =1, ..., p, as in Theorem 4, the formulas (A.1) can be simplified as
1-— 21—
Fulay) = | A —ayn . ( 051)’
nyy may may
20[1' o;n; 1—0[1' n; 2 l—O[l' .
fila) = — + _ ¢ vy | | A ) iz2 p-2 (A.2)
m;y m;y miy1y miy1y
200, oy 1M A—a,_1)m
Sfp—1(ap-1) = Py |t i A
mpy_1y my,_1y npy

We present the analysis for the general case (i.e.fifof =2,..., p — 2). The minimum forf; and
fp—1is obtained in the same way.
The functionﬁ obtains its minimum value (see Fig T)agtor o, wherea is the intersection point

of the lines 2% and 2(1 "") and is equal taxf = , while o** is the root of the quantity in the

+ miy
* __ mini+1 Kk
absolute value and |s equal 4" = i Substltutmgai ando™ in f; we get the following
equalities
4+ |n; —niyq
file])=————, (A.3)
y(m; +mii1)
and
2(n; +niy1)
file*) = : (A.4)
y(mipan; +min;i1)
Ya ﬁ
2a,
e,y
2 \\\ "” ,/’, ‘ “‘»(mznbﬂ +ma+1na )_m;'"'“j
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Fig. 7. The components of the sum of the absolute values of the elements; tf thev of matrixM .
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Next, we compare the values in (A.3) and (A.4) and prove fhat*) is the minimum. To do so, we
show that the quantity ( f; (/") — fi(«))) is negative under the assumption>2, i =1,...,p— 1.1t
is easy to see that
. . . 2(mip1 —my) (g1 —ny) — |njp1 —ni|(migan; +min; )
fr=v(file) - filey)) = . . - - =
(mi +miy1)(mipan; +min;yq)

We derive two cases with respect to the difference in the absolute value and we have that

oo (niz1—n)(mipa(ni +2) +mi(niz1—2)),  ni > niqa,
l —(ip1—n)(mipa(n; —2) +mi(nip1+2), n; <njga.
In the first branch, where; > n;,;, the quantity in the second parenthesis is positive under the
assumption that; > 2 and thereforef;* is negative, while in the second branch the first parenthesis
is positive and the second one is negative assuming:that- 2.

Hence, under the constraint > 2, i =1,..., p — 1 (which is equivalent to the only constraint of
Theorem 4), we have proved thgt«*) < f;(«}), which makesy;* the minimum of the functiory;.

A.2. Minimize the max-norm af"

The max-norm of\/" is given by
[M¥] ., = max g

1<i<p—
where
21(Br) = Piniyr (11— Bunzyz n 21— /31)1/2’
ni no ny
2By iniYi 1—Bniyyi 2(1- By .
¢ (B) = ﬂy+ Binivi (L= Pniy1viq . ( ,3)V+1, i=2..p_2. (A5)
m; m; mii1 mii1
28,1V N1V p— A-8,_n
gpfl(ﬁpfl): :Bp 1¥p l+ ,3[7 WMp-1¥Vp-1 ,Bp Yy ‘
p-1 mp-1 mp

Working in the same way as in the previous section, we prove tha;the=1, ..., p — 1, as defined
in (28) and (29) are the optimum values, in the sense that they minimize the max-norm of M#trix
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